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INTRODUCTION

A primary goal of seismology is to estimate how the ground moves in response to an earthquake
at specific locations of interest. When a building is subjected to ground shaking from an
earthquake, elastic waves travel through the structure and the building begins to vibrate at various
frequencies characteristic of the stiffness and shape of the building. Earthquakes generate ground
motions over a wide range of frequencies, from static displacements to tens of cycles per second
[Hertz (Hz)]. Most structures have resonant vibration frequencies in the 0.1 Hz to 10 Hz range. A
structure is most sensitive to ground motions with frequencies near its natural resonant frequency.
Damage to a building thus depends on its properties and the character of the earthquake ground
motions, such as peak acceleration and velocity, duration, frequency content, kinetic energy,
phasing, and spatial coherence. Realistic ground motion time histories are needed for nonlinear
dynamic analysis of structures to engineer earthquake-resistant buildings and critical structures,
such as dams, bridges, and lifelines.

Ground motion estimation is predicated on the availability of detailed geological and geophysical
information about locations, geometries, and rupture characteristics of earthquake faults. Such
information is often not readily available. One most recognize that uncertainties about tectonics
and the location and activity rates of faults is the dominant contribution to uncertainty in ground
motion estimation. Lettis et al. (1997) showed that intraplate blind thrust earthquakes with
moment magnitudes$\) up to 7 have occurred in intraplate regions and often there was no direct
surface evidence to suggest the existence of the buried faults. Geodetic measurements of regional
deformation rates provide some indication of the likely rate of earthquakes occurrence in a region,
but without information about where that deformation localizes into fault displacement, ground
motion estimation uncertainties in such a region are still large. It is important to recognize that the
locations and geometries of the faults associated with the M834 Coalinga, 198/ 6.0
Whittier Narrows, 1989 6.6 Sierra Madre, 19891 7.0 Loma Prieta, 199®1 7.3 Landers, 1994

M 6.7 Northridge, 1999 7.6 Chi-Chi Taiwan, and 2008 7.7 Bhuj India earthquakes were not
know prior to the occurrence of these earthquakes.

Strong ground motion estimation is a relatively new science. Virtually every kew 6
earthquake in the past 25 years that provided new strong ground motion recordings produced a
paradigm shift in strong motion seismology. The 19¥B 6.9 Imperial Valley, California,
earthquake showed that rupture velocities could exceed shear-wave velocities over a significant
portion of a fault, and produced a peak vertical acceleration > 150020(ﬁ4mdich and
Cranswick, 1984; Archuleta; 1984). The 19836.5 Coalinga, California, earthquake revealed a
new class of seismic sources, blind thrust faults (Stein and. Ekstrom, 1992). TheM1#3%
Nahanni earthquake produced horizontal accelerations of 12007 ant$ a peak vertical
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acceleration > 2000 crrﬁ’s(Weichert et al., 1986). The 1989 7.0 Loma Prieta, California,
earthquake occurred on an unidentified steeply-dipping fault adjacent to the San Andreas fault,
with reverse-slip on half of the fault (Hanks and Krawinkler, 1991), and produced significant
damage > 100 km away related to critical reflections of shear-waves of the Moho (Somerville and
Yoshimura, 1990; Catchings and Kohler, 1996). The 18B2.0 Petrolia, California, earthquake
produced peak horizontal accelerations > 1400 €if@glesby and Archuleta, 1997). The 1992

M 7.3 Landers, California, earthquake demonstrated that multi-segment fault rupture could occur
on fault segments with substantially different orientations that are separated by several km (Li et
al., 1994). The 199M 6.7 Northridge, California, earthquake produced a world-record peak
horizontal velocity (> 180 cm/s) associated with rupture directivity (O’Connell, 1999a),
widespread nonlinear soil responses (Field et al., 1997; Cultera et al., 1999), and resulted in
substantial revision of existing ground motion-attenuation relationships (Abrahamson and
Shedlock, 1997). The 1999 6.9 Hyogo-ken Nanbu (Kobe) earthquake revealed that basin-edge
generated waves can strongly amplify strong ground motions (Kawase, 1996; Pitarka et al., 1998)
and provided ground motion recordings demonstrating time-dependent nonlinear soil responses
that amplified and extended the durations of strong ground motions (Archuleta et al., 2000) The
1999 M > 7.3 Turkey earthquakes produced asymmetric rupture velocities, including rupture
velocities ~40% faster than shear-wave velocities, which may be associated with a strong velocity
contrast across the faults (Bouchon et al., 2001). The M9B6 Chi-Chi, Taiwan, earthquake
produced a world-record peak velocity > 300 cm/s with unusually low peak accelerations (Shin et
al., 2000). The 200M 7.7 Bhuj India demonstrated thit > 7.5 blind thrust earthquakes can
occur in intraplate regions. This progressive sequence of ground motion surprises suggest that the
current state of knowledge in strong motion seismology is probably not adequate to make
unequivocal strong ground motion predictions. However, with these caveats in mind, strong
ground motion estimation has substantial value in developing estimates of seismic hazards and
reducing risks associated with earthquakes and engineered structures.

In this paper we illustrate some of the uncertainties in ground motion estimation and discuss
future directions in areas of investigation related to strong motion estimation. Most ground
motion observations are recorded at distances > 30 km from faults, simply because near-fault
regions comprise only a small area relative to total area that is typically subjected to strong ground
shaking, which can extend several hundred kilometers from earthquake faults. Consequently,
ground motion estimation becomes progressively less difficult and uncertain as sites are located at
increasing distances from faults because we have more ground motion experience and ground
motion physics uncertainties are reduced at sites located several rupture dimensions removed
from faults. In this paper, we focus primarily on the ground motion estimation problem close to
faults. The largest peak ground motions, which most substantially stress engineered structures,
generally occur with several tens of kilometers of earthquake faults.

GROUND MOTION ESTIMATES BASED ON EMPIRICAL OBSERVATIONS

Ground motion observations are the result of a long history of instrument development and
deployment, instigated primarily by earthquake engineers, to acquire data to develop an empirical
foundation to understand and predict earthquake ground motions for use in the design of
engineered structures. Strong motion instruments usually produce time histories of ground
acceleration that can be post-processed to estimate ground velocities and displacements. A
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particularly useful derived quantity for engineering analyses are response spectra which are the
maximum amplitudes of modestly damped resonant responses of single-degree-of-freedom
oscillators (an idealization of simple building responses) to a particular ground motion time
history as a function of natural period or natural frequency. While peak accelerations are always
of concern for engineering analyses, peak ground velocity is now recognized as a better indicator
of damage potential for large structures than is peak ground acceleration (EERI, 1994).
Engineering analyses often consist of linear approaches to determine if structures reach the linear
strength limits. Ground motion estimation quantities required for linear analyses are peak
accelerations and velocities and associated response spectra. Nonlinear engineering analyses
require estimates of acceleration time histories. The discussion presented in this section focuses
on empirical ground motion parameter estimation methods. Ground motion estimation methods
required for nonlinear engineering analyses are presented in subsequent sections.

Historically the estimation of ground motion parameters such as peak acceleration and velocity,
response spectral ordinates, and duration has been based on regression relationships developed
using strong motion observations. These techniques are still widely used in conventional
engineering practice. In their simplest form, these empirical ground motion models predict peak
ground motions using amplitude-attenuation models. In general, observed ground motion
amplitudes increase with increasing magnitude and decrease with increasing distance from the
earthquake fault. These models relate specific ground motion parameters to earthquake
magnitude, reduction (attenuation) of ground motion amplitudes with increasing distance from
the fault (geometric spreading), and local site characteristics using site classification schemes.
Recent attenuation models account for these ground motion factors using the general form:

A

nY = A, +A, M +A M) 4+A5Eln{r+A6|jaxp(A7|ZM)}+A8D’ +F

source _site
1772 3[(Mmax_ +F (1)

and
Oy = Ag 2)

whereY is the ground motion parameter of interest (peak acceleration, velocity, response spectral
ordinate, etc.)M is magnituder is a distance measure, tRE°UCe Sitlgre indicator variables of

site and source type, and tAgare coefficients to be determined by the regression.djheterm
represents the estimate of the standard deviation in the paravfeténe magnitude and distance

of interest.

Moment magnitude has been adopted as the most appropriate measure of earthquake size since it
is directly related to the seismic moment of the earthquake (average slip times fault area).
Virtually all of the attenuation models currently in use employ moment magnitude as the measure
of earthquake size. To first ordémyY is directly proportional to magnitudénly a A,M). However,

recent relationships all suggest a magnitude “saturation” effect. Specifically, the ground motions
increase more slowly with magnitude for larger magnitudes. Most researchers also include a
second, higher order, period dependent term to address this observati¢M gthe-M)" term in

equation 1).
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The source to site distance measurehas been defined in a variety of ways by different
researchers (Abrahamson and Shedlock, 1997). Early methods which used epicentral distance as a
measure have been superseded by those which characterize distance using closest distance to the
seismogenic rupture surface (Campbell, 1997), closest distance to the rupture surface
(Abrahamson and Silva, 1997) or closest distance to the vertical projection of the rupture to the
ground surface (Boore et al., 1997). At distances greater than ~25 km and for most cases, the
results predicted by the widely cited relationships are generally comparable (Figure 1a). However,
for sites close to the fault surface, the results can vary widely due to the ambiguity in the distance
measure and potential rupture directivity effects (Somerville, 1998). As with magnitude effects,
there appears to be a distance saturation effect (as shown in Figure 1a), where the slope of the
attenuation function decreases for small distances, especially for high frequencies. This
observation reflects the fact the earthquake source has finite size and is usually accommodated by
a magnitude dependent slope to the log-distance term (a magnitude dependent effective distance
of r+ag =™ in (1) for example) (Idriss, 1993; Abrahamson and Silva, 1997). Anelastic
attenuation along the travel path is modeled by a term simikgyrtim equation 1.

Site categories are based on either geological criteria (deep soft soil vs. rock for example) or by
estimates of average shear wave velocity (usually over the first 305?‘9) Site classification

based on shear wave velocity is generally preferred as it is a quantitative, objective measure and
characterizes the site properties in a way that can be related to physical modeling. The site factor
attempts to reflect the observation that for small to moderate ground motion levels, all other
factors being equal, the motions observed at soil sites are larger than those at rock sites. However,
it is becoming more apparent that somewhat deeper geological structures such as laterally varying
velocities and sub-basins may significantly affect observed ground motions. (Graves et al., 1998;
Stephenson et al., 2000; Boore et al., 1997). This is particularly true for longer period motions
(>0.5 sec). The upper 30 m has the most significant effect on the higher frequency ground motions
(periods < ~0.4 sec).

Over the past decade the number of strong motion recordings available has increased
substantially, resulting in the development of new and more refined attenuation models. In
addition to magnitude, distance, and site type, recent attenuation models have attempted to
incorporate the influence of regional crustal attenuation (Central and Eastern United States vs.
Western United States for example), type of faulting (strike-slip, normal or thrust) and tectonic
setting (shallow crustal vs. shallow plate interface and deep intra-plate events). Recent empirical
models have also been augmented to include factors that attempt to account for high-frequency
hanging wall-footwall geometric considerations (Abrahamson and Silva, 1997) and longer
periods (> 0.6 s) near-fault directivity effects (Somerville et al., 1997), the effect of critical Moho
reflections and crustal waveguide effects (Somerville et al., 1994; Boore et el., 1997), and the
distance dependent transition from body wave dominated attenuationtglsurface wave
dominated attenuation ({f ) (Abrahamson and Silva, 1997).

The intrinsic variability in earthquake ground motions between sites located < 1 km apart and
between ground motions produced at the same site by different earthquakes has long been
recognized. Recent research into the origins of this variability may allow a more appropriate
characterization of the uncertainty in the estimation of ground motions for engineering
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Figure 1. Comparison of pseudo-acceleration response spectral (PSA) attenuation functions of
Abrahamson and Silva (1997), AS97, Boore et al. (1997), BJF97, Sadigh et al. (1997), SAD97, , and
Spudich et al. (1997), SEA97, fdf 6.8, vertical strike-slip faulting scenario for rock site conditions
(a). Median results for 0.1 sec acceleration spectral response shblacknand for 1.0 sec response
in magentaNotice the period-independent, distance saturation effect for source-site distances less
than ~10 km. Comparison of PSA attenuation functions from AS97, BJF97, and SAD® G618
30-degree dipping concealed thrust scenario. Fault dips to the right and upper tip of fault is 4 km
deep at zero distance on thaxis (b). Median results for 0.1 sec acceleration spectral response
shown inblack and 1.0 sec responsentagentaNotice difference in hanging wall effect between
AS97 and SAD97 for the two spectral periods in (b).

/wel/geomagic/papers/rutledge_gm/gm_draft.fm



DRAFT IDNDR Ground Motion Estimation Paper August 29, 2001

applications. Abrahamson and Youngs (1992) have applied the random effects model to the strong
motion data base to separately quantify two sources of variability: the variation in the average
ground motions from one earthquake to the next, and the variability in ground motions from one
site to another at the same distance from a given earthquake. This is similar to the two-stage
regression procedure of Joyner and Boore (1988; 1993). In general, it has been noted that the
average ground motions vary little from earthquake to earthquake compared with the variability
from one location to another at the same distance from a given earthquake.This variability is
inferred to be a function of the earthquake source process, wave propagation through the crust
between source and site, and the strongly heterogeneous velocity and geological structure near the
earth’s surface. In probabilistic seismic hazard analysesgfhgterm is used to address the
aleatory (inherent natural random variability in the observations) component of uncertainty.
Epistemic (modeling) uncertainty is usually addressed by incorporating the results from several
attenuation functions.

For some situations and regions there is still a severe shortage of available strong ground motion
data however (the eastern United States for example). There are relatively few strong motion
recordings from sites located within 10 km of faults and the available ground motion recordings
near faults indicate that extreme peak ground motions are possible (Heaton et al., 1995). There are
no strong motion recordings of normal faulting earthquakes Witk 6 for distances < 10 km

from the fault. To compensate for this shortage, a number of researchers have chosen to augment
the available empirical data by using theoretically based ground motion models that incorporate
specific source, path and site conditions. Synthetic seismograms developed using these
procedures can then be used to complement existing empirical recordings.

Somerville et al. (1997) developed modifications to acceleration attenuation relationships to
account for the amplitude effects of directivity for periods of 0.6 s and longer. They use the cosine
of the anglef, between a site and the fault surface to develop amplitude adjustments as a function
of 0. In contrast, the “hanging wall” directivity correction of Abrahamson and Silva (1997) attains
maximum amplifications for frequencies > 1 Hz. The limitations of these parameterizations of the
influence of directivity on ground motion estimations are discussed in the context of ground
motion simulations in subsequent sections.

ESTIMATES OF GROUND MOTIONS USING SIMULATIONS

Earthquake ground motions, by definition, are always “site specific’. Site responses can
substantially modify ground motion amplitudes, durations, and frequency content. Site-specific
factors include “large scale crustal factors” such as three-dimensional (3D) velocity, anisotropy,
and attenuation structures between a site and a fault, and “local factors” such as shallow velocity
structure, anisotropy, attenuation mechanisms, and local topography. Heterogeneous faulting
associated with large earthquakes provides additional “site specific” ground motion effects by
producing variable seismic radiation of elastic energy as a function of azimuth, takeoff-angles,
and fault position relative to a site. It is impossible to deterministically account for all these
factors. Consequently, stochastic simulation approaches that incorporate statistical variations of
faulting and elastic wave propagation are used to estimate statistical distributions of site-specific
ground motions. The presentation here focuses on the multitude of physical factors that
complicate ground motion estimation. An elegant tool, isochrones, are used to provide intuitive
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insights into factors that strong influence ground motions. Several calculations are presented to
illustrate some of the challenges of ground motion estimation.

GROUND MOTION SYNTHESIS

The ground motions produced at any site by an earthquake are the result of seismic radiation
associated with the dynamic faulting process and the manner in which that seismic energy
propagates from positions on the fault to a site of interest. A discrete representation is used to
emphasize the discrete building blocks or factors that interact to produce strong ground motions.
We assume that fault rupture initiates at some point on the fault (the hypocenter) and proceeds
outward along the fault surface. Using the representation theorem (Spudich and Archuleta, 1987),
ground velocity, u,(t) , depends on the convolution of the time evolution of the slip-time
functions,s;; (t) , and the Green functiorgskij(t) , the impulse responses between the fault and
the site (Figure 2) as

u(t) = Zéij (1)t gkij(t) (3)

]

wherek is the component of ground motiom,are the indices of the discrete fault elementss

the number of fault elements in the strike direction ands the number of elements in dip
direction (Figure 2). We use the notatibfw) to indicate the modulus of the Fourier transform of
f(t). It is instructive to take the Fourier transform of (3) and pursue a discussion similar to
Hutchings and Wu (1990) and Hutchings (1994) using

nm

. . —wT;; (W) =W, (w)
Uk(®) = 3 Sj(w)e Gy (e (4)
J
where at each elemeijt Sij (w) is the source slip-rate amplitude spectrum(w) is the source
phase spectrunG, ;. (w) s the Green’s function amplitude spectrumpgrido) is the Green’s

function phase spectrum. The maximum peak ground motions are produced by a combination of
factors that produce constant or linear phase variations with frequency over a large frequency
band. While the relations in (3) and (4) are useful for synthesizing ground motions, they don't
provide particularly intuitive physical insights into the factors that contribute to produce specific
ground motion characteristic, particularly large peak accelerations, velocities, and displacements.
We introduce isochrones as a fundamental forensic tool for understanding the genesis of ground
motions. Isochrones are then used to provide simple geometric illustrations of how directivity
varies between dipping dip-slip and vertical strike-slip faults.

/wel/geomagic/papers/rutledge_gm/gm_draft.fm



DRAFT IDNDR Ground Motion Estimation Paper August 29, 2001

Map view

nm

> 50 9
g

Top of the fault at the surface S'ct;eroan%onch’t%ﬁg

subfault Element/ 1/ / /7 [/ [ N/ [/ /N [ K /n1/
/ [V ST AN/

\/’L/ /Q%/ / N/ A H
HypocenterN / W/// // ‘- Depth view

VI [ AN/
/’?S/ﬂ//////)(///

[ NPT A,
S e VAV AV |

Fault bottom

It
Velocity h
s; (1)

(Convolution)

| X X
Y Y

g;j (t)
(Produces) +

Site
Ground +
Velocity

u(t)

Time Time Time

Figure 2. Schematic diagram of finite fault rupture calculation of ground motions.Three discrete subfault
elements in the summation are shown. Rings and arrows emanating from the hypocenter represent
the time evolution of the rupture.The Green functions actually consist of eight components of ground
motion and three components of site ground velocities are calculated. Large arrows denote fault slip
orientation which is shown as predominantly reverse slip with a small component of right-lateral
strike slip. Stippled circles schematically represent regions of high stress drop.
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Isochrones and Ruptue Directivity

Bernard and Madariaga (1984) and Spudich and Frazer (1984; 1987) developed the isochrone
integration method to compute near-source ground motions for finite-fault rupture models.
Isochrones are all the positions on a fault that contribute seismic energy that arrives at a specific
receiver at the same time. By plotting isochrones projected on a fault, times of large amplitudes in
a ground motion time history can be associated with specific regions and characteristics of fault
rupture and healing.

A simple and reasonable way to employ the isochrone method for sites located near faults is to
assume that all significant seismic radiation from the fault consists of first shear-wave arrivals. A
further simplification is to use a simple trapezoidal slip-velocity pulse. fi(¢) be the slip
function, For simplicity we assumefi(t) = 5(t—t )-0(t—t,)  wheges rupture time, and, is
healing time. Then, all seismic radiation from a fault can be described with rupture and healing
isochrones. Ground velocities)(and accelerationsa] produced by rupture or healing of each
point on a fault can be calculated from (Spudich and Frazer, 1984)

v(x,t) = f(t) DJ’ (s0G)cdl (5)
y(t, x)

a(x, = f(t) Of [ZU’S G0+ ZWG[%+ E(SEG)} (6)
y(t, x)

wherec is isochrone velocitysis slip velocity (either rupture or healing} is a ray theory Green
function, x are position vectorsy(t,x) are isochronesdl denotes isochrone line integral
integration increment, andt] denotes a spatial derivative.

Since isochrones are central to understanding seismograms, we provide explicit expressions for

rupture and healing isochrones to illustrate how source and propagation factors can combine to
affect ground motions. The arrival times of rupture at a specific receiver are

Tr(x) = tB(Xy E) + tr(z) (7)
wherex is the receiver positiorg, are all fault positionslE are shear-wave propagation times
er

between the receiver and all fault positions, apd is the rupture time at all fault positions. The
arrival times of healing at a specific receiver are

Th(x) = T,(X) +R(8) (8)
whereR are the rise times (the durations of slip) at all fault positions.

Archuleta (1984) showed that variations in rupture velocity had pronounced effects on calculated
ground motions, whereas variations in rise times and slip-rate amplitudes cause small or
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predicable changes on calculated ground motions. The effect of changing slip-rate amplitudes on
ground motions is strongly governed by the geometrical attenuatiomoflfar-field terms). Any
change in the slip rate amplitudes affects most the ground motions for sites closest to the region
on the fault where large slip-rate amplitudes occurred (Spudich and Archuleta,1987). This is not
the case with rupture velocity or rise time; these quantities influence ground motions at all sites.
However, as Anderson and Richards (1975) showed, it takes a 300% change in rise time to
compensate for a 17% change in rupture time. Spudich and Oppenheimer (1986) show why this is
so. Spatial variability of rupture velocity causes the integrand in (5) to become quite rough,
thereby adding considerable high-frequency energy to ground motions. The roughness of the
integrand in (5) is caused by variations of isochrone velocitshere

c = |D_STr|_1 9)

whereT, is the isochrone from (7) ang_s is the surface gradient operator. Variatiohafthe

fault surface associated with supershear rupture velocities, or regions on the fault where rupture
jumps discontinuously can cause larger or singular valuesazlled critical points by Farra et al.
(1986). Spudich and Frazer (1984) showed that the reciprocal, egsochrone slowness is
equivalent to the seismic directivity function in the two-dimensional case. Thus, by definition,
critical points produce rupture directivity, and as is shown with simulations later, need not be
associated strictly with forward rupture directivity, but can occur for any site located normal to a
portion of a fault plane where rupture velocities are supershear.

It is useful to interpret (5) and (6) in the context of the discrete point-source summations in (3)
and (4). When isochrone velocities become large on a substantial area of a fault it simply means
that all the seismic energy from that portion of the fault arrives at nearly the same time at the
receiver; the summation of a finite, but large number of band-limited Green’s functions means that
peak velocities remain finite, but potentially large. Large isochrone velocities or small isochrone
slownesses over significant region of a fault are diagnostic of ground motion amplification
associated with rupture directivity; the focusing of a significant fraction of the seismic energy
radiated from a fault at a particular site in a short time interval. In this way isochrones are a
powerful tool to dissect ground motions in relation to various characteristics of fault rupture.
Times of large ground motion amplitudes can be directly associated with the regions of the fault
that have corresponding large isochrone velocities or unusually large slip velocities. From (7) and
(8) it is clear that both fault rupture variations, and shear-wave propagation time variations,
combine to determine isochrones and isochrone velocities.

Isochrone Analysis of Diectivity: Contrasts Between Strike-Slip and Dip-Slip Faulting

Joyner (1991) discussed directivity using a simple line source model. A similar approach is used
here to illustrate how directivity differs between vertical strike-slip faults and dipping dip-slip
faults. To focus on source effects, we consider unilateral, one-dimensional ruptures in a
homogenous half-space (Figure 3). The influence of the free surface on amplitudes is ignored.
The rupture velocity is set equal to the shear-wave velocity to minimize time delays and to
maximize rupture directivity. To eliminate geometric spreading, stress drops increase linearly
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Figure 3. Schematics of line source orientations for strike-slip (a) and thrust faults (c) and (e) relative to
ground motion sites (triangles). Black arrows show the orientation of the faults, red arrows show
fault rupture directions, and blue arrows show S-wave propagation directions (dashed lines) to the
sites. Discrete velocity contributions for seven evenly-spaced positions along the fault are shown to
the right of each rupture model (b, d, f) as triangles with amplitudes (heights) scaled by the radiation
pattern. The output ground motions for each fault rupture are shown in (g). Isochrone \eliscity,
infinity in (d), is large, but finite, in (f), and decreases as the fault nears the ground motion site in (b).
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with distance from the site in a manner that produces uniform slip velocity contribution to the
surface site for all points on the faults. Healing is ignored, only the rupture pulse is considered.
Thrust dip-slip faulting is used to produce coincident rake and rupture directions. Seismic
radiation is simplified to triangular slip-velocity pulses with widths of one second.

For the strike-slip fault, the fault orientation and rupture directional are coincident. But, as fault
rupture approaches the site, takeoff angles increase, so the radiation pattern reduces amplitudes,
and total propagation distances (rupture length plus propagation distance) increase to disperse
shear-wave arrivals in time (Figures 3a and 3b). The surface site located along the projection of
the thrust fault to the surface receives all seismic energy from the fault at the same tinsesand
infinity because the fault orientation, rupture, and shear-wave propagation directions are all
coincident for the entire length of the fault (Figures 3c and 3d). Consequently, although the
strike-slip fault is 50% longer than the thrust fault, the thrust fault produces a peak amplitude 58%
larger than the strike-slip fault. The thrust fault site receives maximum amplitudes over the entire
radiated frequency band. The strike-slip site receives reduced high-frequency amplitudes because
the increasing shear-wave propagation delays disperse the arrival times of seismic radiation from
different portions of the fault, producing a broadened ground motion velocity pulse. The
geometric interaction between dip-slip faults and propagation paths to surface sites located above
those faults produces a kinematic recipe for maximizing both isochrone velocities and radiation
patterns at surface sites that is unique to dip-slip faults.

Typically, seismic velocities increase with depth which changes positions of maximum rupture
directivity compared to Figure 3. For dip-slip faults, the region of maximum directivity is moved
away from the projection of the fault to the surface, toward the hanging wall. This bias is
dependent on velocity gradients, and the dip and depth of the fault. For strike-slip faults, a
refractor geometry can increase directivity by reducing takeoff angle deviations relative to the
rupture direction for depth intervals that depend on the velocity structure and position of the
surface site. We return to the issue later in the paper.

When the two-dimensional nature of finite-fault rupture is considered, rupture directivity is not as
strong as suggested by this one-dimensional analysis (Bernard et al., 1996), but the distinct
amplitude and frequency differences between strike-slip and dip-slip faulting directivity remain.
Full two-dimensional analyses are presented in a subsequent section. A more complete discussion
of source and propagation factors influencing ground motions is presented next to provide a
foundation for discussion of amplification associated with rupture directivity. The approach here

is to discuss ground motions separately in terms of the source and propagation and then to discuss
how source and propagation can jointly interact to strongly influence ground motion behavior.

SOURCE AMPLITUDE AND PHASE FACTORS

Table 1 list factors influencing source amplitudéﬁ,(w) . Table 2 lists factors influencing source
phase,Tij(w) . The flat portion of an amplitude spectrum are the frequencies less than a corner
frequency, w., which is defined as the intersection of low- and high-frequency asymptotes
following Brune (1970). The stress drofpg, defined as the difference between an initial stress,

0g, Minus the dynamic frictional stress;, is the stress available to drive fault slip (Aki, 1983).
Rise time,t,, is the duration of slip at any particular point on the fault. Rise times are
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heterogeneous over a fault rupture surface. Because the radiation pattern for seismic phases such
as body waves and surface waves are imposed by specification of rake (slip direction) at the
source and are a function of focal mechanism, radiation pattern is included in the source
discussion.

Regression between moment and fault area (Wells and Coppersmith, 1994; Somerville et al.,
1999) show that uncertainties in moment magnitude and fault area are sufficient to produce
moment uncertainties of 50% or more for any particular fault area. Consequently, the absolute
scaling of synthesized ground motions for any faulting scenario have about factor of two
uncertainties related to seismic moment (equivalently, average stress drop) uncertainties. Thus,
moment-fault area uncertainties introduce a significant source of uncertainty in ground motion
estimation.

Andrews (1981) and Frankel (1991) showed that correlated-random variations of stress drop over
fault surfaces that produce self-similar spatial distributions of fault slip are required to explain
observed ground motion frequency amplitude responses. Somerville et al. (1999) showed that a
self-similar slip model can explain inferred slip distributions for many large earthquakes and they
derive relations between many fault rupture parameters and seismic moment. Their results
provide support for specifying fault rupture models using a stochastic spatially varying stress drop
where stress drop amplitude decays as the inverse of wavenumber to produce self-similar slip
distributions. They assume that mean stress drop is independent of seismic moment. Based on
their analysis and assumptions Somerville et al. (1999) provide recipes for specifying fault
rupture parameters such as slip, rise times, and asperity dimensions as a function of moment. Mai
and Beroza (2000) showed that 5.3\ < 8.1 magnitude range dip-slip earthquakes follow
self-similar scaling as suggest by Somerville et al. (1999). However, for strike slip earthquakes, as
moment increases in this magnitude range, they showed that seismic moments scale as the cube of
fault length, but fault width saturates. Thus, for large strike slip earthquakes average slip increases
with fault rupture length, stress drop increases with magnitude, and self-similar slip scaling does
not hold. The large stress drops observed forlhe&.7 1999 Chi-Chi, Taiwan thrust-faulting
earthquake (Oglesby et al., 2000) suggest that self-similar slip scaling relations may also
break-down at larger moments for dip-slip events. Oglesby et al. (1998; 2000) showed that stress
drop behaviors are fundamentally different between dipping reverse and normal faults. These
results suggest that stress drop may be focal mechanism and magnitude dependent. There are still
significant uncertainties as to the appropriate specifications of fault rupture parameters to simulate
strong ground motions, particularly for larger magnitude earthquakes. Thus, the details of
appropriate spatial specification of stress drops and/or slip velocities as a function of focal
mechanism and magnitude are yet to be fully resolved.

Day (1982) showed that intersonic rupture velocitigs<(V, < a) can occur during earthquakes,

particularly in regions of high prestress (asperities), and the peak slip velocity is strongly coupled
to rupture velocity for nonuniform prestresses. While average rupture velocities typically remain
subshear, high-stress asperities can produce local regions of supershear rupture combined with
high slip velocities. Supershear rupture velocities have been observed or inferred to have occurred
during several earthquakes, including thke 6.9 1979 Imperial Valley strike-slip earthquake
(Olson and Apsel, 1982; Spudich and Cranswick, 1984; Archuleta, 1984)] thé® 1980 Irpinia
normal-faulting earthquake (Belardinelli et al., 1999), e7.0 1992 Petrolia thrust-faulting
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earthquake (Oglesby and Archuleta, 1997),Mh&.3 Landers strike-slip earthquake (Olsen et al.,
1997; Bouchon et al., 1998; Hernandez et al., 1999)Mh6.7 1994 Northridge thrust-faulting
earthquake (O'Connell, 1999b), and the 1999 7.5 Izmit and Duzce Turkey strike-slip
earthquakes (Bouchon et al., 2001).

Harris and Day (1997) show that rupture velocities and slip-velocity functions can be significantly

modified when a fault bisects a low-velocity zone. The low-velocity zone can produce asymmetry
of rupture velocity and slip velocity. This type of velocity heterogeneity produces an asymmetry

in seismic radiation pattern and abrupt and/or systematic spatial variations in rupture velocity.
These differences are most significant in regions subject to rupture directivity, and may lead to
substantially different peak ground motions occurring at either end of a strike slip fault (Bouchon

et al., 2001). Thus, position of a site relative to the fast and slow sides of a fault and rupture
direction may be significant in terms of the dynamic stress drops and rupture velocities that are
attainable in the direction of the site. Observations and numerical modeling show that the details
of stress distribution on the fault can produce complex rupture velocity distributions and even

discontinuous rupture, factors not typically accounted for a kinematic rupture models used to
predict ground motions (e.g. Somerville et al., 1991; Schneider et al., 1993; Hutchings, 1994;
Tumarkin et al., 1994; Zeng et al., 1994; Berensev and Atkinson, 1997; O'Connell, 1999c). Even
if only smooth variations of subshear rupture velocities are considered [(&.6% < 1.0*B),

rupture velocity variability introduces ground motion estimation uncertainties of at least a factor
of two (Berensev and Atkinson, 1997), and larger uncertainties for sites subject to directivity.

Rupture direction may change due to strength or stress heterogeneities on a fault. Beroza and
Spudich (1988) inferred that rupture was delayed and then progressed back toward the hypocenter
during theM 6.2 1984 Morgan Hill earthquake. Oglesby and Archuleta (1997) inferred that

arcuate rupture of an asperity may have produced accelerations > 14(?Cac|®b?pe Mendocino
during theM 7.0 1992 Petrolia earthquake. These results are compatible with numerical
simulations of fault rupture on a heterogeneous fault plane. Das and Aki (1977) modeled rupture
for a fault plane with high-strength barriers and found that rupture could occur discontinuously
beyond strong regions which may subsequently rupture or remain unbroken. Day (1982) found
that rupture was very complex for the case of nonuniform press stress and that rupture jumped
beyond some points on the fault, leaving unbroken areas behind the rupture, which subsequently
ruptured. In the case of slip resistant asperity, Das and Kostrov (1983) found that when rupture
began at the edge of the asperity, it proceeded first around the perimeter and then failed inward in
a “double pincer movement”. Thus, even the details of rupture propagation direction are not truly
specified once a hypocenter position is selected.

Guatteri and Spudich (1998) showed that time-dependent dynamic rake rotations on a fault
become more likely as stress states approach low stresses on a fault when combined with a
heterogeneous distributions of stress and nearly complete stress drops. Pitarka et al. (2000) found
that eliminating radiation pattern coherence between 1 Hz and 3 Hz reproduced observed ground
motions for the 1999 6.9 Hyogo-ken Nanbu (Kobe) earthquake. Spudich et al. (1998) used
fault striations to infer that the Nojima fault slipped at low stress levels with substantial rake
rotations occurring during the 1995 Hyogo-ken Nanbu earthquake. This dynamic rake rotation
can reduce radiation-pattern coherence at increasing frequencies by increasingly randomizing
rake directions for decreasing time intervals near the initiation of slip at each point on a fault, for
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increasingly complex initial stress distributions on faults. Vidale (1989) showed that the standard
double-couple radiation pattern is observable to 6 Hz based on analysis of the mainshock and an
aftershock from the Whittier Narrows, California, thrust-faulting earthquake sequence. In
contrast, Liu and Helmberger (1985) found that a double-couple radiation pattern was only
discernible for frequencies extending to 1 Hz based on analysis the 1979 Imperial Valley
earthquake and an aftershock. Bent and Helmberger (1989) estihatefar5 MPa bars for the

1987 Whittier NarrowsdM 6.1 thrust faulting earthquake, but allow foAa as low as 15.5 MPa.

The case of high initial, nearly homogeneous stresses that minimizes rake rotations may produce
high-frequency radiation pattern coherence as observed by Vidale (1989). These results suggest
that there may be a correlation between the maximum frequency of radiation pattern coherence,
initial stress state on a fault, focal mechanism, and stress drop.

PROPAGATION AMPLITUDE AND PHASE FACTORS

Table 3 list factors influencing propagation amplitud@§ij(w) . Table 4 lists factors influencing
propagation phaseepij (w)

Large-scale basin structure can substantially amplify and extend durations of strong ground
motions (Frankel and Vidale, 1992; Frankel, 1993; Olsen and Archuleta, 1996; Wald and Graves;
1998; Frankel and Stephenson, 2000; Koketsu and Kikuchi, 2000; Frankel et al., 2001).
Basin-edge waves can substantially amplify strong ground motions in basins (Liu and Heaton,
1984; Frankel et al., 1991; Phillips et al., 1993; Spudich and lada, 1993; Kawase, 1996; Pitarka et
al., 1998, Frankel et al., 2001). This is a particular concern for fault-bounded basins were rupture
directivity can constructively interact with basin-edge waves to produce extended zones of
extreme ground motions (Kawase, 1996; Pitarka et al., 1998), a topic revisited later in the paper.
Even smaller scale basin or lens structures on the order of several kilometers in diameter can
produce substantial amplification of strong ground motions (Alex and Olsen, 1998; Graves et al.,
1998; Davis et al., 2000). Basin-edge waves can be composed of both body and surface waves
(Spudich and lada, 1993; Meremonte et al., 1996; Frankel et al., 2001) which provides a rich
wavefield for constructive interference phenomena over a broad frequency range.

Critical reflections off the Moho can produce amplification at distances > ~75-100 km
(Somerville and Yoshimura, 1990; Catchings and Kohler, 1996). The depth to the Moho,
hypocentral depth, direction of rupture (updip versus downdip), and focal mechanism determine
the amplification and distance range that Moho reflections may be important. For instance,
Catchings and Mooney (1992) showed that Moho reflections amplify ground motions in the > 100
km distance range in the vicinity of the New Madrid seismic zone in the central United States.

Numerous studies have demonstrated that the seismic velocities in the upper 30 to 60 m can
greatly influence the amplitudes of earthquake grounds motions at the surface (e.g. Borcherdt et
al., 1979; Joyner et al., 1981; Seed et al., 1988). Williams et al. (1999) showed that significant
resonances can occur for impedance boundaries as shallow as 7-m depth. Boore and Joyner
(1997) compared the amplification of generic rock sites with very hard rock sites for 30 m depth
averaged velocities. They defined very hard rocks sites as sitesShalecities at the surface >

2.7 km/s and generic rock sites as sites wh®&neelocities at the surface are ~0.6 km/s and
increase to > 1 km/s at 30 m depth. Boore and Joyner (1997) found that amplifications on generic
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rock sites can be in excess of 3.5 at high frequencies, in contrast to the amplifications of less than
1.2 on very hard rock sites. Considering the combined effect of attenuation and amplification,
amplification for generic rocks sites peaks between 2 and 5 Hz at a maximum value less than 1.8
(Boore and Joyner, 1997).

A common site-response estimation method is to use horizontal-to-vetl®d) gpectral ratio
method with shear waves (Lermo and Chavez-Garcia, 1993) to test for site resonances at a site.
The H/V method is similar to the receiver -function method of Langston (1979). Several
investigations have shown th#/\VV approach provides robust estimates of resonant frequencies
(e.g., Field and Jacob, 1995; Castro et al., 1997; Tsubio et al.,, 2001) although absolute
amplification factors are less well resolved (Castro et al., 1997; Bonilla et al., 1997).
One-dimensional site-response approaches may fail to quantify site amplification in cases when
upper crustal three-dimensional velocity structure is complex. In southern California, Field (2000)
found that the basin effect had a stronger influence on peak acceleration than detailed geology
used to classify site responses. Hartzell et al. (2000) found that site amplification characteristics at
some sites in the Seattle region cannot be explained using 1D or 2D velocity models, but that 3D
velocity structure must be considered to fully explain local site responses. Chavez-Garcia et al.
(1999) showed that laterally propagating basin-generated surface waves can not be differentiated
from 1D sites effects using frequency domain techniques sudh/dgatios or reference site
ratios. The ability to conduct site-specific ground motion investigations is predicated on the
existence of geological, geophysical, and geotechnical engineering data to realistically
characterize earthquake sources, crustal velocity structure, local site structure and conditions, and
to estimate the resultant seismic responses at a site. Lack of information about 3D variations in
local and crustal velocity structure are serious impediments to ground motion estimation.

It is now recognized that correlated-random 3D velocity heterogeneity is an intrinsic property of
Earth’s crust (see Sato and Fehler, 1998 for a discussion). Correlated-random means that random
velocity fluctuations are dependent on surrounding velocities with the dependence being inversely
proportional to distance. Weak (standard deviatgmf ~5%), random fractal crustal velocity
variations are required to explain observed short-periddk 1s) body-wave travel time
variations, coda amplitudes, and coda durations for ground motions recorded over length scales of
tens of kilometers to tens of meters. (Frankel and Clayton, 1986), most well-log data (Sato and
Fehler, 1998), the frequency dependence of shear-wave attenuation (Sato and Fehler, 1998), and
envelope broadening of shear waves with distance (Sato and Fehler, 1998). As a natural
consequence of energy conservation, the excitation of coda waves in the crust means that direct
waves (particularly direct shear waves that dominate peak ground motions) that propagate along
the minimum travel-time path from the source to the receiver lose energy with increasing
propagation distance as a result of the dispersion of energy in time and space.

Following Frankel and Clayton (1986) fractal, self-similar velocity fluctuations are described with
an autocorrelation functiof®, of the form

n
a

P(k)= ——
(1+k a)

(10)
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wherea is the correlation distancg, is radial wavenumben=2 in 2D, andn=3 in 3D. Whem=4

an exponential power law results (Sato and Fehler, 1998). Smoothness increasing with distance as
a increases in (10) and overall smoothness is proportionalito(10). This is a more realistic

model of spatial geologic material variations than completely uncorrelated, spatially independent,
random velocity variations. “Correlated-random” is shortened here to “random” for brevity. Let
denote wavelength. Forward scattering dominates whex a (Sato and Fehler, 1998). The
situation is complicated in self-similar fractal media when considering a broad frequency range
relevant to strong motion seismology (0.1 to 10 Hz) becauspans the range>>ato A <<a

and both forward and backscattering become important, particulariylasreases in (10). Thus,

it is difficult to develop simple rigorous expressions to quantify amplitude and phase terms
associated with wave propagation through the heterogeneous crust (see Sato and Fehler, 1998).
O'Connell (1999a) showed that direct shear-wave scattering produc@d¥wave coupling
associated with vertical velocity gradients typical of southern California, combined with 3D
velocity variations witm=2 and a standard deviation of velocity variations of 5% in (10), reduce
high-frequency peak ground motions for sediment sites close to earthquake faults. The most
important result of O’Connell (1999a) was to show that crustal scattering could substantially
influence the amplification of near-fault ground motions in areas subjected to significant
directivity. Scattering also determines the propagation distances required to randomize phase as
discussed later in the paper.

Dynamic reduction of soil moduli and increases in damping with increasing shear strain can
substantially modify ground motion amplitudes as a function of frequency (Ishihara, 1996). While
there has been evidence of nonlinear soil response in surface strong motion recordings (Field et
al., 1997; Cultera et al., 1999), interpretation of these surface records solely in terms of soill
nonlinearity is intrinsically non-unique (O'Connell, 1999a). In contrast, downhole strong motion
arrays have provided definitive evidence of soil nonlinearity consistent with laboratory testing of
soils (Chang et al., 1991; Wen et al., 1995, Ghayamghamain and Kawakami, 1996; Satoh et al,
1995, 1997, 2001).

Idriss and Seed (1968a, b) introduced the “equivalent linear method” to calculate nonlinear soil
response, which is an iterative method based on the assumption that the response of soil can be
approximated by the response of a linear model whose properties are selected in relation to the
average strain that occurs at each depth interval in the model during excitation. Joyner and Chen
(1975) used a direct nonlinear stress-strain relationship method to demonstrate that the equivalent
linear method may significantly underestimate short-period motions for thick soil columns and
large input motions. Archuleta et al. (2000) and Bonilla (2000) recently demonstrated that
dynamic pore-pressure response can substantially modify nonlinear soil response and actually
amplify and extend the durations of strong ground motions for some soil conditions. When a site

is situated on soil it is critical to determine whether soil response will decrease or increase ground
amplitudes and durations, and to compare the expected frequency dependence of the seismic soil
responses with the resonant frequencies of the engineered structure(s). When soils are not
saturated, the equivalent linear method is usually adequate with consideration of the caveats of
Joyner and Chen (1975). When soils are saturated and interbedding sands and/or gravels between
clay layers is prevalent, a fully nonlinear evaluation of the site that accounts for dynamic pore
pressure responses may be necessary (Archuleta et al., 2000).
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Lomnitz et al. (1999) showed that for the condition, B9k ag, wheref; is the shear wave
velocity of low-velocity material beneath saturated soils, ang is the acoustic
(compressional-wave) velocity in the near-surface material, a coupled mode between Rayleigh
waves propagating along the interface and compressional waves in the near surface material
propagates with phase velocity,. This mode can propagate over large distances with little
attenuation. Lomnitz et al. (1999) note that this set of velocity conditions provides a “recipe” for
severe earthquake damage on soft ground when combined with a large contrast in Poisson’s ratio
between the two layers, and when the resonant frequencies of the mode and engineering structures
coincide. 2D viscoelastic finite-difference are presented in a subsequent section which
demonstrate the existence of this wave mode.

Anisotropy complicates polarizations of shear waves. Coutant (1996) showed that shallow (< 200
m) shear-wave anisotropy strongly influences surface polarization of shear waves for frequencies
< 30 Hz. Chapman and Shearer (1989) show that quasi-sh8awéve polarizations typically

twist along ray paths through gradient regions in anisotropic media, causing frequency-dependent
coupling between thgSwaves. They show that this coupling is much stronger than the analogous
coupling betweer® andSVwaves in isotropic gradients because of the small difference between
thegSwave velocities. Chapman and Shearer (1989) show that in some cases, far-field excitation
of both quasi-shear wave and shear-wave splitting will result from an incident wave composed of
only one of the quasi-shear waves. The potential for stronger coupling of quasi-shear waves
suggest that the influence of anisotropy on influence shear-wave polarizations and peak ground
motion may be significant in some cases. While the influence of anisotropy on strong ground
motions is unknown, it is prudent to avoid suggesting that only a limited class of shear-wave
polarizations are likely for a particular site based on isotropic ground motion simulations or
ground motion observations at other sites.

Velocity anisotropy in the crust can substantially distort the radiation pattern of body waves with
shear-wave polarization angles diverging from those in an isotropic medium by as much as 90
degrees or more near directions where group velocities of @lsind SV wave deviate from
corresponding phase velocities (Kawasaki and Tanimoto, 1981). Thus, anisotropy has the
potential to influence radiation pattern coherence as well as ground motion polarization. A
common approach is to assume the double-couple radiation pattern disappears over a transition
frequency band extending from 1 Hz to 3 Hz (Pitarka et al., 2000) or to 10 Hz (Zeng and
Anderson, 2000). The choice of frequency cutoff for the radiation pattern significantly influences
estimates of peak response in regions prone to directivity for frequencies close to and greater than
the cutoff frequency. This is a very important parameter for stiff (high-frequency) structures such
as buildings that tend to have natural frequencies in the 0.5 to 5 Hz frequency band (see discussion
in Frankel, 1999).

Topography can substantially influence peak ground motions. Schultz (1994) showed that an
amplification factor of 2 can be easily achieved near the flank of hills relative to the flatter
portions of a basin and that substantial amplification and deamplification of shear-wave energy in
the 1 to 10 Hz frequency range can occur over short distances. Bouchon et al. (1996) showed that
shear-wave amplifications of 50% to 100% can occur in the 1.5 Hz to 20 Hz frequency band near
the tops of hills, consistent with observations from the 1994 Northridge earthquake (Spudich et
al., 1996). Topography may also contribute to amplification in adjacent basins as well as the
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contributing to differential ground motions with dilatational strains on the order of 0.003
(Hutchings and Jarpe, 1996).

These discussions of source and propagation influences on amplitudes and phase are necessarily
abbreviated and are not complete, but do provide an indication of the challenges of ground motion
estimation. Systematically evaluating all the source and wave propagation factors influencing
site-specific ground motions is a daunting task, particularly since its unlikely that we know all the
relevant source and propagation factors. Often, insufficient information exists to quantitatively
evaluate many ground motion factors. Thus, it is useful to develop a susceptibility check list for
ground motion estimation at a particular site. The list would indicate available information for
each factor on scale ranging from ignorance to strong quantitative information and indicate how
this state of information could influence ground motions at the site. The result of such a checklist
would be a susceptibility rating for potential biases and errors for peak motion and duration
estimates of site-specific ground motions.

GROUND MOTION SYNTHESIS TECHNIQUES
We now move to a discussion of ground motion synthesis approaches, starting with simplified
methods, and then proceeding to discussions of the most comprehensive approaches currently in

use.

Far-Field Simplified Ground Motion Synthesis

For sites located sufficiently distant from earthquake faults, it is reasonable to simplify the
representation of the seismic source to a point or centroid. A definition of “sufficiently distance”
is generally regarded as follows: A site should be several times a fault’s largest rupture dimension
distant from a fault for confident application of the point-source approximation. This is
particularly true for sites located along projections of the ends of the fault where directivity may
influence peak ground motions for considerable distances. Mb6& earthquake with a rupture
length of 20 km, the point-source approximation may work well for sites located > 30 km from
the fault. For aVl 7.5 earthquake with a rupture length of 100 km, sites would need to be located
> 200 km to use the point-source approximation with confidence for all periods of engineering
interest and all azimuths.

The most widely used numerical ground motion method is a point source model based on the
work of Hanks and McGuire (1981) and Boore (1983). This technique is referred to as the Band
Limited White Noise-Random Vibration Theory (BLWN-RVT) method. The method uses a
Fourier spectral representation of the seismic source spectrum specified by an idealized point
source whose shape is then modified by factors which represent wave propagation effects. The
technique models earthquake ground motions as a time series of band limited white noise with
random phase. The BLWN-RVT technique appears to agree well with empirical observations of
peak ground motions over the frequency range of 1-30 Hz (in a root-mean-square sense) and for
situations where the point-source assumption is valid.

The BLWN-RVT model assumes a point source with energy distributed randomly in time over the
duration of slip. The duration of slip is assumed to be equal to the inverse of the corner frequency
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(Boore, 1983). The source spectrum can either be representemi‘BjBaJne source model with a
single corner frequency (Brune, 1970, 1971) or by a model having two corner frequencies
(Atkinson, 1993). Based on Silva and Lee (1987) and assuming a Brune source model, the
acceleration spectral density is given in terms of frequénby;

—Ttf O
£2 M, Bg, R(T)
A(f) = CO———— D2 OT(f) DA(T) e (11)
1+(Vf)

where:M, is seismic moment; is distance to the equivalent point sourfg, is the shear wave
velocity in the source regiorQ(f) is a frequency dependent quality factéi(f) are frequency
dependent, near-surface amplification factdi§) is a high-frequency truncation filtefi is the

source corner frequency atlis a constant that depends on density and shear wave velocity in
the source region, shear-wave radiation averaged over a sphere (0.55) and the partition of energy
into two horizontal components (2 ). Two independent parameters must be specified to
establish source scaling, seismic momawg, and high-frequency stress parametss, M, is

related toM by: logM,=1.5M + 16.1 (Hanks and Kanamori, 1979). The stress parameter and
seismic moment are related to the corner frequencyby: Bso (Ao/8.44 Mo)ll3 (Brune, 1970;

1971).

The acceleration spectral density appears to decay beyond some regionally specific maximum
frequency. This observed truncation of the high frequency portion of the spectrum is responsible
for justifying the band-limited nature of the stochastic model. Hanks (1982) referred to this
site-dependent corner frequencyfgg, This spectral modification has generally been attributed

to near-surface attenuation (Hanks, 1982; Anderson and Hough, 1984). Following Anderson and
Hough (1984) the high-frequency truncation filter is represented as:

—rCk(r) Of

T(f) = € (12)

where K(r) is a site specific, distance dependent parameter that represents intrinsic crustal
attenuationk is a function not only of the distance, but of the shear-wave velo)taiid seismic
quality factor,Qg, beneath the site. On the surface immediately above the source (zero epicentral
distance)k is given by:

H
BS [QO

whereH is depth beneath the station over whgdandQg are estimatedk(0), or simply kappa, is
assumed to be directly related to attenuation in the near-surface crust directly beneath the site
(Hough and Anderson, 1988). The kappa effect is interpreted to be dominated by crustal
characteristics within the upper ~0.5-2.0 km (Silva and Darragh, 1995) and is site-specific and
frequency independent (Hough et al., 1988).

k(0) =

(13)

Anelastic attenuation along the crustal travel path between the source and the near-surface is
usually modeled with a frequency dependent seismic quality f&xfr\Where:
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Af) = Q0" (14)

and Qg and n are region specific model parameters. Geometric attenuation is assumed to be
distance dependent rfbr the near- and intermediate- distance body wave dominated regime, and
1/ (/r) for the more distant surface wave dominated regime.

Haddon (1995; 1996) showed that rupture directivity amplified high-frequency ground motions
produced by the 1988 6.0 Saguenay earthquake for sites at distances > 100 km. Directivity was
accentuated by a long-narrow rupture geometry with relatively short (~0.2 s) rise times. This type
of rupture configuration produces shear-wave spectra with two corner frequencies associated with
the short rise times and the longer rupture propagation duration over the entire fault (Haddon,
1996). Haddon (1996) suggests the single-com%source spectral model may underestimate
spectral amplitudes of future earthquakes in Eastern North America by as much as a factor of 6
for some frequencies. The recent discovery that rupture areas of strike-slip earthquakes on a
portion of the San Andreas fault are elongated in the direction of slip (Rubin and Gillard, 2000)
suggests that circular stress drop models may not adequately characterize seismic source
properties for some faults.

Near-Source Ground Motion Time History Synthesis

Finite-source ground motion simulation provides a means to augment the relatively sparse set of
strong motion recordings close to large earthquakes. Ground motion synthesis using finite-source
modeling is necessary to determine the range of peak ground motions that could occur at sites
close to faults. Finite-source modeling attempts to quantify the influence of complexities of a
propagating fault rupture on near-source ground motions.

Recent near-source ground motion estimation methods fall into two classes: (1) stochastic
methods, and (2) hybrid methods. All methods use stochastic specifications for some aspect of
source and/or wave propagation. This is because purely deterministic methods (Aki, 1968;
Haskell, 1969) fail to reproduce observed ground motion behaviors for frequencies > 1-3 Hz.
Purely stochastic methods use phenomenological statistical descriptions of source and
propagation processes. Hybrid methods typically partition ground motion synthesis into high- and
low-frequency components and use deterministic source and/or propagation parameterizations for
lower frequencies and stochastic and/or empirical approaches to specify high frequency source
behavior. The transition frequency bands where source and propagation processes transform from
nearly deterministic to nearly stochastic behaviors are not known, are probably region and site
specific, but are generally assumed to overlap somewhere in the 1 to 10 Hz frequency band.

Source parameterization for near-source ground motion modeling approaches fall into two
general classes, point-source summation (Hartzell, 1978; Irikura, 1983) and stochastic subevent
summation (Silva and Lee, 1987; Schneider et al., 1993; Zeng et al., 1994; Beresnev and
Atkinson; 1997). Point source summation approaches use explicit accuracy criteria to determine
integration intervals as a function of frequency for the slip rate functions and Green'’s functions on
the fault (Spudich and Archuleta, 1987, pp. 231-252). Integration grid spacing is proportional to
local shear-wave and rupture velocities divided by frequency. Consequently, point-source
summation becomes computationally more demanding with increasing frequency. The stochastic
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subevent approach uses subevents in thé&/b<6.5 range to rapidly synthesize ground motions.

The sub-event approximation introduces additional ground motion amplitude uncertainties
associated with selection of sub-event magnitude (Beresnev and Atkinson, 1998). The composite
source model of Zeng et al. (1994) consists of the superposition of circular sub-events across a
fault, with sub-event radii distributed according to a power law. The sub-events are modeled as
Brune pulses produced byoa'2 spectra decay of the amplitude spectrum (Brune, 1970). Most
point-source and subevent source models use slip models that produce self-similar spatial
distributions of slip consistent with the low-frequency estimates of fault slip (Somerville et al.,
1999). The source models of Silva and Lee (1987), Schneider et al. (1993), Zeng et al. (1994), and
Berensev and Atkinson (1998) use constant rupture velocities. Virtually, all source models use
randomized rise times. This is somewhat ironic, since ground motion amplitudes are much more
sensitive to rupture velocity than rise time (Anderson and Richards, 1975; Archuleta, 1984;
Spudich and Archuleta, 1987).

Wave propagation parameterization falls into four general categories: (1) Empirical Green’s
functions that use ground motions from small earthquakes (Hartzell, 1978; Irikura, 1983,
Hutchings, 1994), (2) Hybrid methods that use long-period theoretical Green’s function combined
with high-frequency empirical Green'’s function (Heaton et al., 1995; Jarpe and Kasameyer, 1996;
O’Connell, 1998; 1999a), (3) Hybrid methods that use long-period theoretical Green'’s functions
combined with high-frequency stochastic BLWN-RVT responses (Silva and Lee, 1987; Schneider
et al., 1993), and (4) Hybrid methods that use long-period theoretical Green'’s functions combined
with theoretical scattering high-frequency responses (Zeng et al., 1994; Zeng and Anderson,
2000). Theoretical Green’s functions may be calculated using 1D or 3D velocity models.

SIMULATIONS OF NEAR-SOURCE GROUND MOTIONS

It's beyond the scope of this paper to comprehensively compare and contrast all the ground
motion simulation methods listed above. Instead, near-source ground motion simulations are
presented here to highlight the influence of source and wave propagation properties on ground
motion amplitudes and durations. Ground motion simulations are presented here to illustrate the
influence of rupture directivity, focal mechanism, 3D velocity structure, and extremely low
shear-wave velocity basins on ground motions.

Influence of Rupture \elocities on Gound Motions from a Blind Thrust Fault

Bouchon et al. (2001) showed that supershear rupture veIocitiesvyv#h/iB occurred during
the 1999M 7.5 Izmit andM 7.3 Duzce earthquakes in Turkey. Rosakis et al. (1999) first reported
experimental evidence of supershear rupture velocities and fmpﬁd/éB for in-plane (rupture
in the direction of the applied stress) crack propagation. Fruend (1979) showed that stable growth
of shear cracks at intersonic velocitigss v, <a , is only possiblg at J2B ; the energy flux
into the crack tip, which provides the fracture energy to advance the rupture, is zero at all other
intersonic velocities. Huang et al. (1999) and Gao et al. (1999) obtained the same results.

As a sensitivity exercise, supershear ground motion simulations bdf &.7 blind thrust
earthquake are constructed to represent an end-memberﬁﬁ , over the entire fault. Day
(1982) showed that introducing stress heterogeneities on a fault tend to reduce the spatial extent of
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intersonic velocities on a fault and that for antiplane mode Il crack growth (rupture growth
orthogonal to the applied stresg)<3 . Thus, subshear simulations are constructed usfhg

with identical effective stress distributions, rupture geometries, and rise time distributions as the
supershear ground motion simulations to isolate the influence of supershear rupture velocities on
ground motions independent of other source factors.

The 3D elastic finite difference approach of O’Connell et al. (in press) is used to calculate hybrid
scattering function-ray theory high-frequency Green’s functions to incorporate first-order
influences of 3D self-similar crustal velocity variations on the amplitude and phase responses of
rock sites in an point-source summation valid for frequencies extending to 15 Hz. Sampling of
slip and Green’s functions satisfied a sampling criteria of 6 samples per wavelength (Archuleta
and Spudich, 1987). The simulation geometry is shown in Figures 4a and 4b. The fault is 15 km
long and ~29 km wide, dipping at 2@etween depths of 8 km and 18 km. This is fault geometry
represents classes of blind thrust faults that exist in southern California (Heaton et al., 1995; Shaw
and Shearer, 1999). The rupture length is limited to 15 km to produde@? earthquake to
facilitate comparisons witM 6.7 strike faulting ground motions (Figure 4d). Rupture initiates at
17.8 km and 16.8 km depth near the bottom of the fault (Figure 4a) and at three strike positions
(Figure 4b) to randomize rupture initiation positions.

Profiles of ground motion simulation sites were located 5 km inside the ends of the fault at 2 km
intervals along the profiles (Figure 4b). Upper-crustal vertical velocity variations for the
ray-theory portion of the Green’s functions (Figure 4c) are typical of southern California (see
Shaw and Shearer, 1999). A kinematic rupture model is used that mimics the spontaneous
dynamic rupture behavior of a self-similar stress distribution model of Andrews and Boatwright
(1998). The kinematic rupture model is also similar to the rupture model of Herrero and Benard
(1994). A total of 50 effective stress models were used with six hypocenter randomizations to
produce 300 rupture simulations for each position along the profiles shown in Figure 3b. Invoking
symmetry, ground motions from the two inside profiles can be combined to produce 600 ground
motions for each position along the profile (Figure 4b).

The spatial manifestations of rupture directivity on peak ground motion are substantially different
between the subshear and supershear rupture velocity cases (Figures 5 and 6). Maximum
amplification of peak ground motions for the subshear case occurs about 9 km in front of the fault
tip (Figure 5). For subshear rupture velocities, the vertical velocity gradients (Figure 4c) refract
direct shear-wave arrivals toward the hanging wall, displacing the maximum directivity position
on the surface about 14 km away from surface projection of the fault (-22 km on Figure 5) toward
the hanging wall and the buried fault tip. In contrast, the maximum directivity position for
supershear rupture is produced several km beyond the surface projection of the fault (Figure 5).
There is a ~16 km horizontal difference in the predicted positions of maximum peak ground
motions between the subshear and supershear rupture velocity scenarios. Larger peak motions are
predicted for sites located over the thrust fault for the supershear rupture velocity scenarios, with
median supershear PSAs and PSV'’s consistently being about 2 to 4 times larger than for subshear
velocities for sites located 5-15 km behind the fault tip on the hanging wall. Thus, predictions of
the positions of large ground motions close to a buried thrust fault are strongly linked to assumed
rupture velocities.
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Figure 4. Cross section (a) and plan view (b) of the blind thrust fault geometry use to simulate subshear
and supershear ground motions. The pluses in (a) show surface receiver site positions and stars show
the two hypocenter depths used in the simulations. The shaded rectangle in (b) is the fault surface
projected into plan view, stars show epicenter positions, pluses show profiles of receiver sites, for
positions within the strike distance range of the fault, the arrow shows the displacement direction of
the hanging wall, and the dashed lines shows where the projection of the fault intersects the free
surface. The 1D shear-wave velocity structure used to calculate the ray portion of the Green'’s
functions is shown in (c). The strike-slip rupture geometry in depth (shaded rectange), site locations
along the surface above the fault (pluses), and hypocentes (stars) are shown in (d).
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Figure 5. Thrust-faulting PSA spectra for four periods as labeled are shown at the left for subshear
ruptures velocities and on the right for supershear rupture velocities for a dip profile located over the
fault 5 km from the end of the thrust fault. Solid curves are median responses and dashed curves
show 16% and 84% simulation quantiles.
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The variability of peak ground motions is also a strong function of assumed rupture velocity. For
subshear rupture velocities, the standard deviations of the natural logarithms ofn&A),

are maximum at the maximum directivity position (0.65 to 0.9) and decrease relatively smoothly
to values of 0.25 to 0.4 for sites located more than 10 km from the maximum directivity position
toward to both the footwall and hanging wall regions (Figure 6). The substantial variability of
rupture directivity for subshear rupture velocities shows that peak ground motions are strongly
influenced by effective stress and rupture velocity variability when rupture velocities are confined
to the subshear range. Sites located in maximum directive positions aren’t necessarily subjected to
large peak ground motions, a confluence of factors (high subshear rupture velocities and high
effective stresses located updip between hypocenters and directive sites) are required to produce
maximum ground motions. Conversely, for supershear rupture velocities, peak ground motions at
directive sites are relatively insensitive to effective stress and rise time characteristics, large peak
ground motions are mandated by high rupture velocities between the hypocenter and maximum
directive sites. Thus, for subshear rupture velocities peak ground motion variability increases with
peak ground motions, while for supershear rupture velocities, peak ground motion variability is
smallest for sites with the largest peak ground motions and overall peak ground motion variability
is less than half of subshear variability (Figure 6). The maximum super$i@gs,) values
correspond to sites located over the deepest portion of the thrust fault and demorisii@ge g
sensitivity to details of rupture initiation.

Isochrone analyses provide insights into these results. Isochrones and isochrone slownesses are
shown for single realizations of subshear and supershear rupture velocity ground motion
simulations for directive site positions (Figure 7). The large peak horizontal accelerations and
velocities for the subshear case (Figure 7a and 7b) are produced by large isochrone velocities
(> 14 km/s) in a ~40 kn’wregion near the top of the fault (Figure 7c) where geometric attenuation

is minimized, wherey, ~ 3, and a high-effective-stresses are located. All the radiated energy from
this region of the fault arrives at the site in the 15.9 to 16.3 s time window (Figures 7a to 7¢). In
the supershear rupture velocity case, large peak horizontal accelerations and velocities (Figure 7d
and 7e) are produced by large isochrone velocities that persist over a ~¥@6dion (Figure 7f);

all the energy from the high isochrone velocity region arrives at the site in the 18.8 to 19.2 s time
window (Figures 7e to 7f). While the supershear directive site is located more than twice as far
from most of the fault compared to the subshear directive site and geometric spreading reduces
peak amplitudes at the supershear directive site, the much larger region of high-isochrone
velocities tends to counteract geometric losses to produce maximum supershear directivity-related
amplification of peak ground motion comparable to the subshear directive sites (Figure 5).

For the rock site characteristics used to produce the Green’'s functions, directivity strongly
amplifies peak ground motions to periods of 0.1 s, with strong amplification occurring for periods
in the 0.2 to 0.3 s range independent of rupture velocity (Figure 5). Strong short-period directivity
is, in part, a result of consistently high values of the radiation pattern between the hypocenter and
the site.SVradiation pattern coefficients are nearly 1.0 for virtually the entire high-isochrone
velocity regions independent of rupture velocity. Consequently, for thrust faulting, the shear-wave
radiation pattern does not significantly diminish the total area of large isochrone velocities; for
subshear rupture velocities the radiation pattern reduces the area of high isochrone velocities by <
1% and by ~2% for supershear rupture velocities. In contrast, short-period directivity is reduced
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Figure 6. Thrust-faulting standard deviations of the natural logarithms of PSA are shown for subshear
rupture velocities on the left and supershear rupture velocities on the right for four periods as labeled
for site profiles located over the fault.
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Figure 7. Subshear maximum horizontal acceleration (a) and velocity (b) time histories, and rupture
isochrones (labeled contours) and gray-shaded isochrone slowness (c) for a site located 9 km in front
of the fault tip. Supershear maximum horizontal acceleration (d) and velocity (e) time histories, and
rupture isochrones (labeled contours) and gray-shaded isochrone slowness (f) for a site located 25 km
in front of the fault tip. The same stress drop and rise time model was used for both rupture
simulations. Isochrone slownesses < 0.07 s/km are shaded red to highlight the maximum isochrone
velocity regions. The highest isochrone velocities are updip of the hypocenter in both cases (c,f), but
in the supershear case, high isochrone velocities persist over nearly the entire region updip of the

hypocenter in the direction of the site.
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by the influences of shear-wave radiation patterns for vertical strike-slip faults as discussed in the
next section.

The positions of maximum ground motion amplification associated with directivity are
substantially different for a 2edipping fault relative to faults with dips of 3Cand 45 for a
buried fault with the fault tip at a 8-km depth. Considering only the case of subshear rupture
velocities, for a thrust fault dipping 3pmaximum directivity is produced over a region extending
several kilometers toward the footwall side of the fault tip. For the same thrust fault and a dip of
45°, the region of maximum directivity is located several km toward the hanging wall side of the
fault tip.

Motivated by large near-fault peak ground motions associated with the 1994 Northridge blind
thrust-faulting earthquake, Abrahamson and Silva (1997) produced modified ground
motion-attenuation relationships which accounted for thrust-faulting-directivity by introducing a
“hanging wall” correction factor and modifying distance definitions to a fault as a function of site
position over the surface of a buried fault. Since the Northridge ground motion data are the
dominant source of near-fault blind thrust fault ground motion datdffe 6.5 earthquakes used

in the development of the Abrahamson and Silva (1997) ground motion relationships, these
directivity-related modifications reproduce the observed peak ground motion patterns from the
Northridge earthquake quite well. However, the Abrahamson and Silva (1997) “hanging wall” and
distance definitions do a poor job of predicting the locations of maximum peak ground motions
associated with directivity for a 2@ipping, blind thrust fault. The problem is that for a
45°-dipping buried fault (similar to Northridge), upper crustal velocity gradients refract direct
shear waves that produce maximum directivity toward the hanging-wall-side of the fault tip, but
for a 20-dipping buried fault with the fault tip at depth of 8 km, the region of maximum
directivity is located 10 km toward the footwall side of the fault tip. The “hanging wall”
correction of Abrahamson and Silva (1997) always predicts that the maximum directivity region
will be biased slightly to the hanging wall side of the fault tip. The directivity corrections of
Abrahamson and Silva (1997) only really work for buried thrust faults with dips and depths to the
top of the fault comparable to the Northridge earthquake. Similarly, the directivity corrections of
Somerville et al. (1997) that are based on the cosine of the angle between a fault plane and a site,
are not well-suited to account for directivity associated with buried, dipping faults.

Differ ences Between Dip-Slip and Strig-Slip Directivity: Gr ound Motion Simulations

We use the thrust-faulting geometry of the previous section and also condwiér. A strike-slip
earthquake on a vertical fault with rupture occurring between 3 km and 18 km depth for a rupture
length of 30 km (Figure 4d). Sensitivity analyses were conducted to find the hypocentral depth
ranges that maximized peak ground motions. As a result, hypocenters at depths of 13.8 and 14.8
km where placed 1 km from one end of the fault to maximize peak ground motions. Ground
motions were calculated at surface sites located above the fault at distances of 20 km to 39 km
along strike to encompass the region of maximum directivity (Figure 4d). At total of 50 effective
stress models where combined with the 4 hypocenter positions to generate 100 rupture models
and to produce a total of 200 strike-slip faulting ground motions for each position along strike.
Only subshear rupture velocity scenarios were considered.
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Median peak acceleration and velocity responses of the strike-slip ground motions where about
half the median thrust faulting responses for the maximum directivity site positions for the 0.1 to
1.0 s period range (Figure 8). Similar results are obtained for the 84% quantiles; thrust-faulting
amplitudes are 2.0 to 2.5 times larger than strike-slip amplitudes (Figure 8). The width of the
regions where thrust faulting amplitudes exceed strike-slip responses averaged about 10 km. For a
15 km-long thrust fault, there exists at least a 15¢ kegion were peak ground motions are likely

to be substantially larger than maximum strike-slip ground motions. Strike-slip directivity is
nearly independent of period for periods < 1 s and produces little amplification of peak ground
motions for period < 1 s(Figure 8) in stark contrast to the strong amplification of peak
thrust-faulting ground motions for periods < 1 s (Figure 8).

Isochrone analyses illustrate sources of directivity differences between thrust-faulting and
strike-slip faulting ground motions. Large horizontal accelerations and velocities associated with
a single strike-slip rupture are shown in Figures 9a and 9b. A long region of high isochrone
velocities extends from near the hypocenter to the top of the fault, corresponding to the region of
the fault that contributes most of the energy that arrives at the site between 11.8 and 12 s (Figure
9c). For strike-slip faults directivity theSH radiation pattern reduces the area of the
high-isochrone velocity by 10%, with most of the reduced isochrone velocities concentrated from
the upper portions of the fault (Figure 9d). The radiation pattern does not significantly diminish
directivity for the thrust faulting simulations. Maximum radiation pattern extending to the top of
the thrust faults allows directivity to approach the free surface as discussed in O’Connell (1999c),
or to the top of the fault for buried faults (Figure 7). This means that strike-slip directivity is
limited by geometric spreading. Consequently, a shallow hypocenter and large shallow-slip
velocities are required to maximize strike-slip directivity.

The systematic differences in peak ground motions between strike-slip and thrust faults can also
be attributed to the difference in aspect ratios and dimensions of the high isochrone velocity
regions between strike-slip and dip slip faults. Summarizing many studies of earthquake rupture
properties, Somerville et al. (1999) showed that asperities (regions of high slip velocity) typically
have low aspect ratios (are roughly circular) and diameters of several km to < 10 km (diameters
slowly increase with magnitude). They found that the distribution of slip on a fault was
approximately self-similar, consistent with theoretical predictions of Andrews (1981) and Frankel
(1991) that slip-velocity distributions on faults foIIovk,él1 scaling law.

Thrust-faulting high-isochrone-velocity regions tend to have the same shapes and dimensions as
asperities (roughly circular or elliptical with small aspect ratios; see Figure 7, see also O’Connell,
1999a). When high-slip-velocity asperities and high-isochrone-velocity regions coincide updip of
hypocenters of thrust faults, extreme peak ground motions are produced (Figure 5, O’Connell,
1999a). The high-isochrone-velocity regions of strike-slip faults are long and thin (> 20 km),
which exceed the dimensions of single asperities. Consequently, a strike-slip fault must find a way
to intersect multiple asperities along strike distances of > 20 km to match the source contribution
to directivity associated with dip-slip faults. Thus, the self-similar characteristics of fault slip
reduce the probabilities of a strike-slip fault experiencing coinciding high slip-velocity and
high-isochron-velocity regions comparable to dip slip faults. However, since Mai and Beroza
(2000) showed that self-similar slip relations may break down for large strike-slip earthquakes.

/wel/geomagic/papers/rutledge_gm/gm_draft.fm
30



DRAFT IDNDR Ground Motion Estimation Paper August 29, 2001

Reverse-slig=0.10 s Strike-slipT=0.10 s

3000F ] 14001 ]
2500F ] 12000 _oTel el s E
@ 2000F N 3 .. 1000r S E
2 r v ] © [ ]
§ F o ] g 800f N .
~ 1500 r A‘ \\ | KO C ]
] i 3 < 600F s
& 1000F 3 o r ]
F ] 400} ]
500 B 200F 7
ot : ot ‘ ‘ ‘ 3
-40 -20 0 20 40 20 25 30 35 40
Footwall ~ Distance from fault tip (km)  Hanging wall Strike distance (km)
Reverse-slig= 0.20 s Strike-slipT=0.20 s
4000F ‘ ‘ E 2000 ‘ ‘ ]
3000F X 3 1500F 1
@ g I i & ’ 1
£ : Do ] 2 ]
= 2000F o E S 1000 -
< = 3] R
% E | g) T
e E E o . 1
1000 - E 500" T oot -
ot : E 0 ‘ ‘ ‘ ]
-40 -20 0 20 40 20 25 30 35 40
Footwall  Distance from fault tip (km)  Hanging wall Strike distance (km)
Reverse-slig= 0.30 s Strike-slipT=0.30 s
6000E ‘ ‘ 3 2500 ‘ ‘ ]
5000¢ 3 2000F T e ]
< 4000F 3 — e ]
€ E o 3 L 1500F . .
5 E . E £ F . ]
= 3000F Lo E S r AR ]
% E E < 1000 L S ]
& 2000F 3 £ /_,\/\/\ ]
1000F 3 800 .- 7r e i
0 é - < % 0 F ‘ ‘ ‘ ]
-40 -20 0 20 40 20 25 30 35 40
Footwall  Distance from fault tip (km)  Hanging wall Strike distance (km)
Reverse-slifi=1.00 s Strike-slipT=1.00 s
4000F ‘ ‘ E 2000 ‘ ‘ ]
3000 3 1500 1
@ g o ] & S ]
E | : = 1
= 2000F C E S 1000 B
< = 3] R
% E | g) T
e E E o 1
1000 - E 500 y
ot : : E 0 ‘ ‘ ‘ ]
-40 -20 0 20 40 20 25 30 35 40
Footwall  Distance from fault tip (km)  Hanging wall Strike distance (km)

Figure 8. PSA responses for four periods as labeled are shown at the left for thrust fault site profiles
orthogonal to strike (dotted horizontal lines show region where sub 84% quantile thrust-faulting
amplitudes exceed strike-slip 84% quantile amplitudes) and on the right for strike-slip fault profiles
for sites located above the fault at the far end of the fault from the hypocenter. Solid curves are
median responses and dashed curves show 16% and 84% simulation quantiles.
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Figure 9. Strike-slip maximum horizontal acceleration (a) and velocity (b) time histories, and rupture
isochrones (labeled contours) and gray-shaded isochrone slowness (c) for a site located at a strike
position of 26 km (filled square). The hypocenter is the star in (c) and (d). Isochrone slownesses are
corrected for th&H radiation pattern in (d). Isochrone slownesses < 0.07 s/km are shaded red to
highlight the maximum isochrone velocity regions.
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the probability that long high-isochrone-velocity regions would overlap high-slip velocities may
increase with magnitude for strike-slip earthquakes.

Crustal velocity heterogeneity also reduces strike-slip directivity relative to dip-slip directivity,
particularly at short periods. O’Connell (1999a) showed that the interaction between asperity
shapes and correlated-random upper-crustal velocity variations allow wave propagation to
influence the scaling of peak ground motions. As asperity dimensions increase, the cross-sectional
area of shear-wave paths through the upper crust to a particular site that originate from the
asperity increases. As shear-wave path separations increase, they begin to exceed the correlation
lengths of crustal velocity variations. Summation of direct shear-waves from increasingly
separated shear-wave paths becomes progressively less constructive, reducing peak ground
motions as frequencies increase for fixed correlation lengths (O’Connell, 1999a). Hutchings and
Wu (1990) showed that high phase coherence was only preserved for small earthquakes separated
by no more than several kilometers. Consequently, strike-slip high-frequency directivity is
reduced relative to dip-slip faults because shear-waves in high-isochrone-velocity regions must
sum over shear-wave cross sectional dimensions that exceed crustal velocity correlations lengths
of 5-10 km (Frankel and Clayton, 1986) and the dimensions of maximum phase coherence
between Green’s functions (Hutchings and Wu, 1990).

These results suggest that strike-slip directivity is muted by correlated-random earthquake rupture
and wave propagation processes relative to dip-slip directivity. Oglesby et al. (1998; 2000)
showed that fault dip and rake fundamentally change the dynamic of earthquake rupture relative
to vertical-strike-slip faulting. The broken symmetry of non-vertical faults results in dynamic
interactions of normal and shear stresses that are a function of rake. Dynamic earthquake rupture
simulations suggest that thrust-faulting slip-velocities are systematically larger than
normal-faulting slip velocities. These effects were not included in the simulations of ground
motions presented here, but point to another factor that would tend to systematically increase
directivity associated with thrust-faulting. Although the ground motion simulations presented
here only account for correlated-random kinematic rupture variations and correlated-random
wave propagation processes in a limited statistical fashion, they demonstrate that strike-slip
directivity is systematically low than dip-slip directivity, that dip-slip directivity is much larger
than strike-slip directivity for frequencies exceeding 1 Hz, and that dip-slip directivity can
strongly amplify peak ground motions in the 1-10 Hz frequency band. The results obtained here
suggest, that the directivity corrections of Somerville et al. (1997) may substantially underpredict
short period directivity associated with dip-slip faulting.

Influence of Phase Assumptions on High-FEeguency Directivity

The maximum frequency that directivity amplifies ground motions is dependent on the phase
assumptions at short periods and the potential for nonlinear responses of near-surface materials at
a site. For this discussion we only consider linear site responses representative of rock sites. For
sites located sufficiently far from the source, scattering by velocity heterogeneity is the crust
randomizes the phase of body wave arrivals. The difficulty is rigorously quantifying “sufficiently
distance” for the frequencies of interest.
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When scatterers are considered uncorrelated and randomly distributed, the scattered waves are
incoherent, so the phase is neglected, and the scattered wave power is obtained as a sum of power
from individual scattered waves (Sato and Fehler, 1998). The phase cannot be neglected in
correlated random media because such media generate caustics (White et al., 1988; Spetzler and
Snieder, 2001). Amplification associated with triplications are lagged relative to the ballistic
wavefield due to causality (Brown and Tappert, 1986; Spetzler and Snieder, 2001). For 3D
Gaussian random media, Brown and Tappert (1986) and Spetzler and Snieder (2001) showed that
caustics will not develop until the propagation distarigegxceeds the correlation length; iléa

>>1. The relationship to determine the minimum distance require for caustics to develop from
Spetzler and Snieder (2001) is

—2/3 (15)

oI
vV
=
H
&

whereeg is the root-mean-square value of the relative slowness perturbations. The situation for
self-similar random media is more complicated because the self-similar random media is rich in
short wavelength components compared to a Gaussian random media. Consequently, in
self-similar random media caustics can develop at increasingly shorter propagation distances as
frequency increases. As L becomes large, the phase perturbations associated with propagation in
the vicinity of an increasingly large number of caustics, will tend to randomize the phase of shear
waves.

For correlated-random media shear-wave caustics begin to form after propagation distances of 2-4
km for frequencies of 1 to 10 Hz (O’Connell, 1999a, cover figure). The point is that for distances
not substantially larger thah, the random phase assumption could be a big mistake since in
reality, direct shear-waves may be strongly phase coherent at relatively high frequencies. Random
phase assumption may produce significant ground motion prediction errors close to faults.
O’Connell (1999a) showed that upper crustal random velocity variations can substantially
influence the scaling and dispersion of peak ground motions usign (10), with peak ground
motions amplification decreasing for frequencies > 1 Hz as rupture dimension increased. Thus,
scattering could produce an apparent nonlinear effect on high-frequency ground motions.
Subsequent investigations usimg in (10) produced similar results to O’Connell (1999a).

Deterministic 1D and 3D crustal velocity models used to geneggﬁét) do not contain the
influences of random 3D velocity heterogeneity known to exist throughout the crust. Completely
stochastic phase methods do not account for phase coherence of direct shear-waves. For all media
L ~ 1k, but asn decreased, decreases with increasing frequency. This means thatlasreases,

the random phase assumption improves at decreasing distances. However, if your earthquake and
site happen to be located in a region whens larger and the site is located close to a dip-slip

fault, random phase may be a catastrophic assumption for near-source ground motion estimation.

The ground motion simulations favl 6.7 blind thrust and strike-slip earthquakes are repeated
with modifications to the rock response Green’s functions to increase the randomization of phase
at high frequencies to ascertain the potential impacts of phase assumptions on estimated
amplifications associated with directivity as a function of frequency. The original Green’s
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function contained the frequency-dependent phase distortion produced by vertical shear-wave
propagation through ~9 km of crust containing self-similar random velocity heterogeneities with
a=2.5 km,e = 5% andn=3 in (10). Phase distortion or randomization at high frequencies may be
stronger for lower-velocity sites than the rock site velocity profile in Figure 4c because the mean
free path becomes progressively longer for high frequencies. For the purposes of illustration, the
Green’s function used to calculate ground motions in the previous sections were randomized for
frequencis > 3 Hz using the following approach to investigate the influence of increasing
high-frequency phase randomization on peak ground motions. A phase shift scaling factor was
selected at random for each Green’s function. Positive and negative Hilbert transforms of the
Green’s function were used to represent°®-30 +9C¢° phase shifts with the phase shifts
progressively applied in the frequency domain between 1 Hz and 3 Hz using a Hanning taper;
frequencies < 1 Hz had maximum phase shift24f5° and frequencies > 3 Hz had maximum
phase shifts oft90°. In these simulations, the phase assumptions are independent of distance.
This is obviously not what we expect in the real world, based on this discussion above, but it
provides a means to compare and contrast ground motion predictions based on fixed phase
assumptions. Ground motions were calculated at the site positions subjected to maximum
subshear rupture velocity directivity for each style of faulting.

Simulation results are essentially independent of focal mechanism (Figure 10). Peak accelerations
and velocities were reduced by about a factor of two using the phase randomized Green'’s function
relative to the rock site Green'’s functions for all periods < 1 s (Figure 10). This does not reflect the
total amplitude variation associated with all plausible phase assumptions. The rock site Green’s
functions contain random variations associated with self-similar crustal velocity heterogeneity
(n=3 in 10). Rock site responses wherr 3 in (10) will produce less phase randomization at
particular distances, and produce larger peak ground motions than shown in Figure 10.

Zeng (1995) added scattered waves into Green'’s function by shaping the wavetrain of scattered
wavelets produced by randomly distributed heterogeneities with an energy envelope function
calculated using the scattering energy equation of Zeng et al. (1991). This method does not
account for the phase effects of correlated velocity heterogeneity. Since the largest peak ground
motions are produced by minimizing phase dispersion as a function of frequency, the scattering
approximation of Zeng (1995) does not provide a means to quantify peak ground motions
associated with directivity. This problem is not unique to the approach of Zeng (1995), but is
universal. Ground motion prediction at sites with critical points (strong directivity) is highly
uncertain because the phase variations associated with scattering, attenuation (dispersion), and
potential diffraction at the source (Madariaga, 1977; Boatwright, 1982; Fukuyama and
Madariaga, 1995) determine peak ground motion amplitudes. Howevehesomes large, the
influence of scattering reduces to a well-behaved statistical process (Sato and Fehler, 1998).

Boore and Joyner (1978) and Joyner (1991) showed that variable rupture velocities do not
substantially reduce directivity. Spudich and Frazer (1984) and Spudich and Oppenheimer (1986)
showed that completely homogenous rupture produces no accelerations. The fractal slip models
of Herrero and Bernard (1994) and Somerville et al. (1999) are intrinsically heterogeneous and
thus predict that accelerations will be nonzero. The results in Figures 5 and 10 show that
directivity can strongly amplify high-frequency ground motions. High-frequency directivity is
muted by the assumption of band-limited white noise as a cumulative propagation model.
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Figure 10. PSA for thrust (a) and strike-slip (b) maximum directivity sites for using 3D fractal media
Green’s functions (black curves; 16th and 84th quantiles are dashed) and the same Green'’s functions
with phase randomized for frequencies of 3 Hz (0.33 s) and higher (red curves; 16th and 84th
guantiles are dashed). Corresponding pseudo-velocity responses (PSV) are shown in (c) and (d).
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Schneider et al. (1993) involeepriori assumptions of random phase (BLWN-RVT) to account for
phase dispersion associated with wave propagation. However, the random phase assumptions may
be inappropriate at rock sites. Peak horizontal accelerations > 1408 wers observed at the

Cape Mendocino rock site from the 1992 M 7.0 Petrolia earthquake (Oglesby and Archuleta,
1997) and > 2000 cnsat Site 1 from the 1985 Nahanni earthquake (Weichert et al., 1986), both
thrust faulting earthquakes.

The high-frequency phase characteristics of crustal wave propagation are dependent on the
characteristics of correlated-random velocity variations. For instance, Obara and Sato (1995)
found profound regional differences in scattering behavior in Japan and showed that regional
differences in random velocity characteristics could produce observed shear-wave envelope
duration variations. They showed that for exponential media with rough short-wavelength
velocity variations, shear-wave time dispersion increases with increasing frequency. In contrast,
for smoother Gaussian media shear-wave envelope broadening is independent of frequency.
Gaussian media would produce less shear-wave dispersion that considered here. Although the
results presented in Figure 10 are based on rather simply assumptions, they show that without
knowledge of the influence of crustal scattering on shear wave dispersion, it is not possible to
make strong statements about the scaling of peak ground motions for sites close to faults;
uncertainties in absolute scaling for rock sites can be a factor of two or more. The common
practice of using band-limited white noise to approximate high-frequency Green’s function may
be inappropriate for sites close to faults, because for moderately heterogeneous crustal velocity
structures, high-frequency shear-wave phases may not be significantly randomized in the 1 to 10
Hz frequency band for short propagation paths.

Dir ectivity Biases in 3D \¢locity Structures: Strike-Slip Faulting Adjacent to a Basin

Strike-slip faults can juxtapose high-velocity terrains and low-velocity terrains, such as
sedimentary basins. In fault-bounded basins, rupture directivity can constructively interact with
basin-edge waves to produce extended zones of extreme ground motions that extend away from
the fault (Kawase, 1996; Pitarka et al., 1998). Basin-edge waves can be composed of both body
and surface waves (Spudich and lada, 1993; Frankel et al., 2001) which provides a rich wavefield
for constructive interference phenomena over a broad frequency range. For instance, the
interaction of basin-edge waves and direct shear waves propagating through a low-velocity
shallow basin (< 2 km thick) probably produced the nearly linear, strike-parallel zone of severe
damage located about 1 km away from the fault in the 1996.9 Hyogo-Nanbu (Kobe), Japan,
earthquake (Kawase, 1996; Pitarka et al., 1998). Amplification associated with
basin-edge-induced waves can complicate site responses and produce substantial amplification for
frequencis < 5 Hz (Field, 1996). It is important to determine if a sites located on the lower
velocity side of a strike-slip fault are susceptible to interactions of rupture directivity with 3D
velocity structure that could produce ground motion amplification.

Basins come in a variety of scales. Low-velocity basin sediments can extend to depths exceeding
5 to 8 km (Godfrey et al., 1997; Magistrale et al., 2000; Fuis et al., 2001). The distance from a
strike-slip fault where basin-edge waves will constructively interfere with direct shear waves is
proportional to the basin thickness and inversely proportional to the basin shear-wave velocities.
Thus, the largest peak ground motions on the basin side of a strike-slip fault may be located
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several km from the fault. To illustrate this effect for a deep and elongated basin, ground motions
were calculated for & 7.0 strike-slip earthquake on the Ortigalita fault in central California
(Figure 11a) using 3D elastic finite differences (Graves, 1996). This vertical fault is the contact
between low-velocity sediments of the Great Valley ancient fore-arc syncline, which extend to
depths of ~7 km beneath the Central Valley of California, and higher-velocity Franciscan Diablo
range rocks to the west (Zoback and Wentworth, 1986). The Great Valley sedimentary rocks are
uplifted and tilted, producing strong horizontal and vertical velocity gradients to the east of the
fault (Figures 11b and 11c). A fairly simple rupture model was used with uniform rise times of 1s
and smooth variations of slip on the fault. Ground motions were simulated to a maximum
frequency of 1 Hz.

Although the faulting scenario is fairly simplistic, it illustrates systematic spatial biases of peak
horizontal velocities relative to the fault. Unilateral rupture to the south produces a zone of peak
horizontal velocity associated with rupture directivity that extends progressively further east from
the fault toward the southern end of the fault, with maximum peak horizontal velocities occurring
> 5 km from the fault near the southern end of the fault (Figures 11a and 11d). Fault parallel peak
horizontal velocities were small on the fast (west) side of the fault as expected in an isotropic 1D
velocity structure, but became large on the slow (east) side of the fault (Figure 11d). It is
important to note that these large fault-parallel peak velocities are produced using a purely
isotropic velocity model. This simulation shows that complicated shear-wave polarizations can be
produced in 3D velocity structures which contain strong horizontal and vertical velocity
gradients. This is one type of situation where the directivity corrections of Somerville et al. (1997)
for periods of 0.6 s and longer, particularly for the proportion of fault-normal versus fault-parallel
ground motions, are unlikely to provide realistic ground motion estimates. Recent experience, and
the simulation presented here, clearly shows that knowledge of first-order larger-scale 3D crustal
velocity is necessary to ascertain the potential for systematic amplification of ground motions in
ground motion investigations.

Long-Duration Lar ge Amplitude Interface Modes In Lowv-Velocity Sedimentary Basins

Lomnitz et al. (1999) showed that long duration monochromatic ground motions may be
produced in basin that have low shear-wave velocities (0.1 to 0.2 km/s) and saturated sediments.
To test the ability of such a mode to persist in a basin with strong intrinsic attenuation, a model of
a small (0.3 km wide and 0.1 km deep), glacial scour is embedded in a 2D model with slightly
higher shallow velocities outside the basin and higher velocities at depth (Figure 12a). Values of
Q=10 were used to simulate high-intrinsic attenuation in the near-surface, low-velocity materials.
Compressional wave velocities were set to water velocities for the lowest velocity materials. The
2D version of the elastic finite-difference program E3D (Larsen and Grieger, 1998), which
includes viscoelastic capabilities implemented using the approach of Robertsson et al. (1994),
was used to calculate the seismic response $¥ plane-wave incident at®SFrom vertical upon

the basin with a total moment of 4ddyne-cm. The numerical model was 8 km long and 5 km
deep with attenuating boundaries to minimize spurious internal reflections. The source-time
function was a differentiated 0.75s-duration Gaussian pulse. The incident horizontal velocity
response is shown at the bottom of Figure 12b.
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Figure 11. Plan view of fault geometry (a), the shaded-star is the epicenter, the arrow shows the direction
of rupture propagation, the solid line is the surface location of the Ortigalita fault, dashed-lines are
positions of shear velocity-depth cross sections shown in (b) and (c). Triangles are dam sites. Peak
horizontal velocity is color-shaded in (a) and for both horizontal component for profile A-A' in (d).
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Constructive interference at the center of the basin produces maximum amplitudes that persist for
~7 s and a slow amplitude decay lasting about 20 s (Figure 12b). Sites offset from the center of the
basin experienced long-duration monochromatic horizontal motions with slowly decaying
amplitudes that persisted to the maximum calculation time of 60 s. The long duration response are
produced by the interface modes propagating horizontally back and forth across the basin as they
reflect off the vertical boundaries at the basin edges (Figure 12c¢). Ground motion responses
similar to the top time history in Figure 12b were observed fdd 8.7 earthquake recorded in

very low-shear wave velocity sites near Jackson Lake, Wyoming. This mode can persist for long
durations with little attenuation, even though intrinsic attenuation is high.

A difficult problem is determining how nonlinear soil responses would complicate the response
shown in Figures 12b and 12c. Nonlinear soil responses may significantly alter and reduce surface
responses when modulus degradation and damping are the dominant modes of nonlinear soil
responses (Zhang and Papageorgiou, 1996). When, dynamic pore-pressure-coupled
dilative-contractive mechanisms dominate nonlinear soil responses (Bonilla, 2000), interface
modes may indeed produce a recipe for disaster by extending the durations over which energy is
pumped into near-surface low-velocity basin materials. Lomnitz et al. (1999) show several
observations of monochromatic wavetrains persisting for several minutes at sites located in
Mexico City. The range of behaviors that can be produced by the interactions of various types of
nonlinear soil responses with long-duration large amplitude interface modes is yet to be
discovered.

BALANCED ROCKS, ROCK SITE RESPONSES, AND THE HAZARDS OF PEAK
GROUND MOTION UNCERTAINTY BIASES

Rodriguez-Marek et al. (2001) expanded site classification to include both a stiffness
(shear-velocity) classification and depth to bedrock rating system. They found that peak ground
motions and ground motion uncertainties are significantly lower (~30%) for unweathered
California rock cases where shear-wave velocities exceeded 760 m/s or depth of soil above 760
m/s material wa < 6 m relative to the most-commonly used attenuation-relations (e.g.
Abrahamson and Silva, 1997; Sadigh et al., 1997). They also found that deep, stiff-soil site peak
ground motions uncertainties are substantially lower than those from the most-commonly used
attenuation-relations (e.g. Abrahamson and Silva, 1997; Sadigh et al., 1997) that lump all deep
soil sites into a single site class. However, weathered/soft rock and shallow and intermediate
depth sites had spectra peak amplitudes and standard errors comparable to the relations of
Abrahamson and Silva (1997) and Sadigh et al. (1997).

These results have several implications. Anderson and Brune (1999) suggest that the existence of
balanced rocks in the vicinity of faults in the western U.S. indicates that probabilistic seismic
hazard assessments overestimate ground motions. Abbott and Louie (2000) showed that
30-meter-averaged shear-wave velocities at balanced rock sites average 1000 m/s to 1500 m/s.
The results of Rodriguez-Marek et al. (2001) show that not only are peak motions likely to bias
substantially lower at such sites, but that the expected variation of peak ground motions is much
lower also. LaForge et al. (1999) showed that by simply accounting for deamplification at rock
sites, but retaining the large empirical ground motion uncertainties associated with stiff solil sites,
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Figure 12. Color-coded velocity structure (a) with the thick line showing the inci8é¢ptane wave. The
incident waveform at a depth of 0.5 km modified by internal reverberations is shown at the bottom of
(b) along with two surface waveforms from sites located within the basin as labeled. Color-coded
horizontal velocity time histories for surface sites located at distances from 3.7 km to 4.7 km (c).
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probabilistic peak ground motion estimates for rock sites were substantially reduced, even for
small annual exceedence probabilities. Incorporating the reduced peak ground motion
uncertainties at rock sites found by Rodriguez-Marek et al. (2001) may show that there are no
discrepancies between probabilistic seismic hazard estimates for typical (non rock) sites and the
existence of balanced rocks at rock sites in the vicinity of faults. Shallow stiff soil/weathered rock
sites are most prevalent in California urban environments and Rodriguez-Marek et al. (2001)
indicate that these sites have the maximum ground motion uncertainties. In contrast, deep soil
sites have lower ground motion uncertainties, and it is possible that probabilistic seismic hazard
analyses that use peak motion attenuation relationships such as Abrahamson and Silva (1997) and
Sadigh et al. (1997) may overstate probabilistic seismic hazards for deep soil sites because the
ground motion uncertainties for deep soil sites may be overestimated in these relationships by
25% to 50% (Rodriguez-Marek et al., 2001).

Balanced rocks are located on the high-velocity side of faults in Brune (1999, 2000). The
northeast side of the San Andreas fault, where the balanced rocks are located (Brune, 1999), is the
high velocity side of the fault (Lutter et al., 1999; Fuis et al., 2001). Strongly asymmetric velocity
structures adjacent to faults may decrease the relevance of balanced rock ground motion
inferences for sites not located in locally high-velocity terrains. The balanced rocks in Brune
(1999) are located > 14 km from the trace of the San Andreas fault. In the strike-slip ground
motion simulation, the peak velocities decay rapidly on the high-velocity side of the strike slip
fault over a distancefo< 5 km (Figure 11c). Consequently, ground motion inferences from the
northeast side of the San Andreas fault may dramatically underestimate ground motion hazards on
the southwest side of the fault. For dipping dip-slip faults, the region of maximum ground motion
amplification moves progressively away from the fault trace onto the hanging wall as fault dip
increases when vertical velocity gradients are present (Figure 5 and O’Connell, 1998). As noted
in Brune (2000), the hanging wall of normal faults typically consists of sedimentary fill
(low-velocity material) and the footwall typically consists of high-velocity rocks that provide a
source of balanced rocks. This type of 3D velocity asymmetry between hanging wall and footwall
sides of normal faults is likely to increase amplification on the hanging wall (basin) side of the
fault and deamplify ground motions on the footwall (rock) side of the fault. It is premature to
draw conclusions about normal faulting ground motions based on observations that may be
substantially biased toward small peak ground motions by systematic 3D velocity variations
typical of normal faulting environments.

Balanced rocks are associated with the stiffest (most erosion-resistant) rocks in their
neighborhoods. O’'Connell (2000) showed that correlated-random 3D velocity heterogeneity
averaged over the top 0.1 km strongly influence peak accelerations for rock sites. Rock sites with
0.1 km average velocities 10% higher than the mean velocity had median peak accelerations 1.7
times less than rock sites with 0.1 km average velocities 10% lower than mean rock velocities.
Given the substantial influence 3D velocity structure can have on directivity and site response, to
understand the relevance of balanced rock observations to ground motion estimation at non rock
sites, it will be necessary to quantitatively evaluate the influence of 3D velocity structure on rock
site responses and to measure the 3D velocity structure in the vicinity of balanced rocks. There are
also the difficult issues of not knowing the prior population of balanced rocks and the strongly
nonlinear aspects of toppling behavior for earthquake ground motions (Yim et al., 1980; Makris et
al., 1999).
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VALIDATION OF GROUND MOTION ESTIMATES

The confidence that can be placed in any ground motion estimation model is proportional to the
physical realism and observational support for the components of the model. Research into
earthquake rupture dynamics, wave propagation, and nonlinear soil response suggests that our
knowledge of the physics associated with these processes is substantially incomplete. Current
ground motion estimation models rely on phenomenological assumptions to overcome gaps in
knowledge. The confidence in these models tends to scalé. a&hat is, far enough from the
earthquake source, high-frequency peak ground motions mostly conform to the behavior
predicted by Hanks and McGuire (1981) and Boore (1983) using random vibration theory with
point source approximations. As discussed previously, there are physical factors that can
undermine these far-field assumptions like critical Moho reflections, line sources, and regions
with low crustal scattering. Thus, it is essential to form a physical understanding of the physics
supporting simplified approaches to understand when they don’t apply at a particular site.

There are two types of uncertainty in site-specific ground motion estimation: epistemic and
aleatory (Toro et al., 1997). Epistemic uncertainties describe incomplete knowledge and
observations of the earthquake source and wave propagation physics. Aleatory uncertainties are
the inherently unpredictable aspects of earthquakes, such as the specific pattern of stress release
that will occur during a future earthquake. In principle, additional data and physical
understanding can reduce epistemic uncertainties, but there is generally a coupling between
epistemic and aleatory uncertainties. For instance, recent studies have reduced epistemic
uncertainties about how 3D velocity structure may strongly influence peak ground motions, but
limited 3D velocity information in most regions of the world produce unchanging aleatory
uncertainties. The discovery and/or recognition of new physics facilitates sensitivity testing and
reduces susceptibity to underestimating epistemic uncertainties, but unchanging aleatory
uncertainties place limits on the quantitative predictive value of ground motion simulations.
Identification of ground motion uncertainties in terms of epistemic and aleatory factors is useful,
but clearly, recent experience suggests that it is probable that there are epistemic uncertainties yet
to be discovered.

The fact that many seismic source and propagation factors can never been entirely known produce
an open system; any ground motion model is necessarily non-unique (Oreskes, et al., 1994). Thus,
precise quantitative site-specific ground motion estimation is not possible. Synthetic ground
motion modeling approaches can be constructed that confirm past experience, but the ability of
any model to predict future behavior is necessarily limited (Oreskes, et al., 1994). However,
ground motion modeling does have substantial heuristic value. Ground motion modeling provides
the only means to discern if a site is susceptible to first-order factors that are likely to strongly bias
peak ground motions and durations to large or small values relative to experience to date.

“Validation” exercises that require ground motion simulation models to exclusively produce
results consistent with observations to-date, are imposing an explicit prior stating that current
ground motion observations encompass all possible physical behaviors. Such exercises are not
validation. Rather, they simply confirm the ability of a model to reproduce experience, whether or
not the model is physically correct (Oreskes et al., 1994). Such “validation” constraints place
ground motion estimation models in a limited role as experience interpolation schemes. This is a
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counter-productive requirement for site-specific ground motion estimation, particularly for sites
close to active faults; a critical role of modeling is to discover potentially significant new behavior
beyond the limits of current ground motion experience. Any requirement to exclusively use
empirical ground motion information in site-specific ground motion estimation is an exercise in
denial, or a spectacular assertion that the future holds no surprises.

Upon consideration of all these source and propagation factors it is clear site-specific ground
motion estimation uncertainties can be quite large, particularly, when little is known about seismic
sources, crustal velocity structure, and/or local site conditions. While deterministic estimation of
site-specific ground motions is not a realistic goal, site-specific ground motion estimation couples
naturally with probabilistic seismic hazard assessment (PSHA). A PSHA analysis can incorporate
uncertainties and sensitivity analysis results to account for the potentially wide range of source
and propagation uncertainties in site-specific ground motion investigations. Ground motion
simulations for near-source sites can be used to modify ground motion relations for specific
sources in PSHA analyses to account for site-specific biases or tendencies identified in the
simulations. One of the most difficult practical and philosophical aspects of the problem is finding

a means to incorporate the influences of model unknowns and unanticipated earthquake behavior
into a probabilistic description of ground motions without resorting to specifying end-member
models as solely representative of site-specific seismic hazards, as suggested by Anderson (2001).

FUTURE DIRECTIONS IN STRONG GROUND MOTION ESTIMATION

Ground motion simulations have relied on simplified assumption and phenomenological
statistical descriptions of source and wave propagation processes. That is, statistical descriptions
of the seismic outputs of earthquake rupture and wave propagation are frequently used in place of
forward modeling with differential equations corresponding to the physics of earthquake rupture
and elastic wave propagation. This has been necessary because knowledge to formulate the
appropriate differential equations has been sketchy, strong ground motions observations are
sparse, knowledge of 3D crustal velocity structure is limited, extreme computation demands have
limited sophisticated computational investigations to rare, exotic, and expensive computers, and
simplified statistical approaches to specify source and wave propagation for ground motion
estimation work well as/f increases. The development of BLWN-RVT approaches dramatically
improved ground motion estimation capabilities for sites not located “too close” to faults.
Unfortunately, we don’t know what “too close” is yet in termsréf and this issue remains a
critical ground motion estimation problem to be solved.

Strong motion estimation will improve as phenomenological approaches are replaced with
understanding and observations of source properties, crustal velocity structure, and soil responses
in coupled observations-physics based approaches. It will be a significant advance to introduce
statistical characterizations of physical parameters, based on observations and understanding, as
inputs into differential equations that represent the physics of earthquake sources and linear and
nonlinear wave propagation, instead of specifying the outputs of such systgmeri. From a
Bayesian perspective, significant progress in ground motion estimation will be represented by an
evolution froma priori assumptions tgosterior assurance. Recent advances in inexpensive
computer technology (cheap fast microprocessors, inexpensive memory, and parallel processing)
make complex calculation computationally possible. Unfortunately, strong ground motion
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seismology is now extremely data and knowledge poor relative to current computational
capabilities. Improvements in ground motion estimation capabilities are contingent on progress in
source characterization, rupture dynamics, wave propagation, nonlinear soil responses, and
acquisition of new observations as outlined below in five topics below

Topic 1: Source Characterization

Improved understanding of tectonics, kinematics, distribution of stress, and localization of strain
is necessary to quantify faults properties for ground motion estimation. Physical understanding of
the factors that promote and inhibit rupture across fault segments and the dynamic interactions
between fault segments (Harris and Day, 1993, 1999; Magistrale and Day, 1999) is necessary to
estimate earthquake magnitudes and recurrence behaviors. A particularly urgent need are
improved methods to detect buried faults.

Topic 2: Dynamic Constraints on Rult Ruptur e

It is important to note, that the spatial correlations between the source factors listed in Tables 1
and 2 are poorly understood. Currently ground motion estimation methodologies either assume
correlation relationships and/or assume that various faulting factors are completely uncorrelated.
It is important to develop a physical understanding of the correlations between source factors in
Tables 1 and 2.

As summarized in Ben-Zion (2001), theoretical studies have shown that sharp velocity contrasts
across faults can produce systematic biases in rupture direction and asymmetries in slip velocities,
with amplified slip velocities radiated on the more compliant side of a fault. There may be
preferred directions of rupture which will bias probabilities of strong directivity to sites located at

a particular end of a fault. Oglesby et al. (1998, 2000) showed that dipping faults also experience
asymmetric slip velocities as a function of focal mechanism. These results suggest fundamental
problems with symmetric kinematic specification of slip velocities for wide classes of faults and
fault zone velocity conditions. For instance, the typical 3D velocity configuration for normal
faults of low-velocity sediments on the hanging wall, slip is in the direction of the compliant
material for updip ruptures, which would systematically increase slip velocities on the hanging
wall and would tend to counteract the systematic reduction of slip velocities on the hanging wall
reported for normal faults for homogeneous crustal velocities (Oglesby et al., 1998; 2000). For
typical thrust fault velocity structures, where the hanging wall consists of higher velocity rocks
than the footwall, updip rupture produces slip in the direction of the stiff material. Rupture
dynamics associated with velocity heterogeneity may systematically reduce slip velocities on the
hanging wall, which would counteract the tendency for slip velocities to increase on the hanging
wall for homogenous crustal velocities reported by Oglesby et al. (1998, 2000). The case when
hanging wall velocities are lower than footwall velocities may be catastrophic for sites on the
hanging wall: Updip rupture then produces slip in the direction of movement of the compliant
material, which increases slip velocities on the hanging wall, and may produce supershear rupture
velocities. Combined with the tendency for hanging wall slip velocities to be amplified for
dipping thrust faulting (Oglesby et al., 1998, 2000), this these conditions could produce peak
ground motions larger than experience to date. These scenarios suggest that it may not be
appropriate to use ground motion observations associated with particular styles of faulting as
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proxies for other faults with similar styles of faulting when crustal velocity structures in the
vicinities of the faults differ.

The fault configurations and fault zone velocity structures investigated to date have been relatively
simple (Ben-Zion, 2001). Theoretical rupture investigations to examine the dynamic influences of

more general and complex velocity, stress heterogeneities, and segmentation geometries
associated with real faults (Harris and Day, 1983; Magistrale and Day, 1999) on slip velocities,

rupture velocities, rise times, and stress drops are urgently needed to reduce the potential for
substantial ground motion prediction biases and errors associated with epistemic uncertainties.
These studies will need to address the coherence of seismic radiation as a function of frequency.

It is vital to determine the physical factors that control rupture velocities. Can supershear rupture
velocities persist over asperity dimensions of several km for dip-slip faults? Can supershear
rupture velocities persist over large portions of dip-slip faults? Answers to these questions are
necessary to estimate the locations and amplitudes of strong ground motions close to faults.

Topic 3: Wave Propagation

A vital area of investigation is to determine the influences of 3D velocity structure on 1 to 10 Hz
strong ground motion responses as Davis et al. (2000) have demonstrated. This will require
incorporating realistic attenuation in 3D finite-difference schemes, a topic with significant recent
progress (Day, 1998). The influences of realistic 3D topography and anisotropy for frequencies >
1 Hz on peak ground motions and polarizations as a function of frequency are not well known and
warrant investigation. An urgent need is to determine amplification-frequency responses of
basin-edge waves and the spatial locations and extends of amplified ground motion regions in
high-population density basins. Similarly, the susceptibility of saturated, low-velocity basins to
very-long-duration monochromatic ground motions associated with interface modes is a serious
concern.

Quantifying the influence of random velocity heterogeneity on the amplification and phase
coherence of shear-waves and surface waves is necessary to determine appropriate Green’s
function assumptions close to faults. Investigations similar to Hutchings and Wu (1990) are
needed in diverse geologic environments to provide empirical constraints on Green’s function
coherence as a function of source separation distances and propagation distances.

Topic 4: Nonlinear Site Responses

It is important to determine the limits of application of equivalent linear methods that use
time-independent nonlinear soil parameters as a function site soil properties. For instance, the
number of cycles of motion required to achieve significant modulus degradation is variable. Thus,
directivity that produces maximum amplitudes in the initial stages of strong ground shaking may
amplify the peak strong motion responses at soil sites in the first several cycles of motion before
significant modulus degradation occurs. For structures with saturated foundations, particularly,
embankment dams, it is critical to determine the influences of nonlinear effects such as
anelasticity, hysteretic behavior, and cyclic degradation due to pore water pressure on the peak
ground motions, durations, and frequency responses Soil nonlinearity tends to reduce
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high-frequency peak motions, but consideration of pore water pressure influences (Bonilla, 2000)
shows that soil nonlinearity can substantially increase durations of shaking and increase peak
motions at lower frequencies.

Topic 5: Essential Futue Obsewations

Significant advances in ground motion estimation will require new geologic, geodetic,
geotechnical, and geophysical observations. We present a summary of the important data
collection activities necessary to produce advances in source characterization, dynamic rupture
constraints on fault rupture, crustal wave propagations, and nonlinear site responses. Short-period
and broadband seismographic networks, seismic refraction and reflection data, and geologic
mapping all provide vital information for characterizing source properties, crustal velocity
structure, and site responses. Quantification of ground motion estimation uncertainties for sites in
regions lacking such information is difficult (Frankel et al., 1997). The ability to conduct
site-specific ground motion investigations is one of the long-term payoffs of investments in
seismic monitoring, regional geological and geophysical investigations, and geotechnical
engineering.

a) Surface and downhole strong motion instruments and arrays are essential to resolve several
issues. Downhole strong motion arrays are needed to understand source dynamics (2) to
eliminate the severe signal distortion associated with the top several kilometers of the crust
(Ellsworth et al, 2001). Downhole strong motion arrays are required to understand the physics
of wave propagation through the top several kilometers of the crust including the influences of
complex velocity structure and scattering (3), attenuation (3), and nonlinear soil responses (4)
on surface strong ground motions. Surface strong motion arrays are required to understand
spatial ground motion variability which has important applications to the engineering analyses
of large-scale structures (Harichandran, 1999; Santa-Cruz et al., 2000).

b) Surface and downhole broadband weak motions networks and arrays are required for progress
in topics 1-4 above. Small earthquakes occur much more frequently than large earthquakes and
provide data essential for investigations into topics 1-3. The seismotectonic problem of source
characterization (topic 1) is coupled to the problems of wave propagation (topic 3) and ground
motion estimation. The earthquake location and focal mechanism estimation problems of
seismotectonics requires recursive estimation of crustal velocity structure based on
weak-motion recordings of earthquakes and explosions. Ground motion estimation requires
estimate of crustal velocity structure. It is impossible to discern crustal wave propagation
properties and velocity structure relevant to the frequency band of engineering interest without
network and array broadband recordings of earthquakes and explosions. Small earthquake
recordings also provide empirical Green’s functions for ground motion estimation.

c) Geologic and geodetic measurements of crustal deformation, deformation rates, and fault
slip-rates are required to estimate probabilities of ground motion occurrence.

d) Direct imaging of seismic source and crustal velocity, scattering, and attenuation structure
using artificial and earthquake sources with 2D and 3D seismic refraction, reflection, array, and
fault zone recording geometries are needed to reveal near-fault velocity structure.
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e) Absolute trigger times are often not available for strong motion recordings. Wald et al. (1996)
note that the primary factor limiting ultimate resolution of their rupture model for the ¥94
6.7 Northridge earthquake was the lack of absolute timing for many of the strong-motion
recordings. The lack of absolute trigger times for the closest stations west of theML98®
Loma Prieta earthquake also limited resolution of rupture times (Wald et al., 1991). This
persistent characteristic of strong motion recordings impedes efforts to resolve spatial
variations of rupture velocities on faults. Deployment of strong motion recorders equipped to
record absolute time will substantially advance abilities to infer the dynamic rupture properties
of earthquake faulting.

Substantial progress has been made in the past several decades in ground motion estimation
capabilities, particular for sites located > 20 km from faults. Ground motion estimation
uncertainties will remain difficult to quantify for sites located in the vicinity of faults without
significant progress in physical understanding and ground motion observations represented in
topics 1-5 above. Difficulties in ground motion uncertainty estimation hamper efforts to develop
probabilistic estimates of ground motion hazards and efforts to reduce earthquake risks.
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Table 1: Sij (w) Source Amplitude Factors

1

Factor

Influence

. M,
Moment, Sij (w)

Moment directly scales peak velocities and accelerations since moment determin
average slip for a fixed fault area.

es the

Stress drop,

SuA?w)

Sinceéij (w) O Ao , Ac directly scales peak velocities. Spatial variations of str

drop introduce frequency dependent amplitude variations.

eSS

Rupture velocity

LV,
Sj ()

High rupture velocities increase amplification associated with directivity. Rupfure

velocities interact with stress drops and rise times to modify the amplitude spec

trum.

Healing velocity

LV
Si (w)

High healing velocities increase amplification associated with directivity. Heal

velocities interact with stress drop and rise time variations to modify the amplit

spectrum, although to a smaller degree than rupture velocities, since rupture slig
ities are typically several times larger than healing slip velocities.

ng
Lde
veloc-

Rake and radiation

- A
pattern,ﬁj (w)

Rake and spatial and temporal rake variations directly scale amplitudes as a funct
azimuth and take-off angle. Rake spatial and temporal variations over a fault ing

the spatial complexity of radiation pattern amplitude variations and produce frie-

guency-dependent amplitude variability.

ion of
rease

.ty
Rise time, Sjj (w)

. 1 . . L
Since W, 0 t_ , Spatially variable rise times produce a frequency dependence

A
amplitude spectrum.

bf the

Crack diffraction,

. C
S (w)

Diffraction at the crack tip introduces a frequency dependent amplitude to the rad
pattern (Madariaga, 1977; Boatwright, 1982; Fukuyama and Madariaga, 199

iation

5).

- D
Dynamlcs,S”- (w)

Fault rupture is heterogeneous velocity structure can produce anisotropic slip veld
relative to rupture direction (Harris and Day, 1997) and slip-velocities are a functid

cities
n of

rake and dip for dipping dip-slip faults (Oglesby et al., 1998; 2000). Frictional heating,

fault zone fluids, and melting may also influence radiated energy (Kanamori and
sky, 2001).

Brod-

Hypocentral depth

. H,
Sj ()

For crustal earthquakes, deeper hypocenters tend to increase peak ground m
increasing isochrone velocities (O’'Connell, 1999c).

ptions by
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Table 2: Tj (w) Source Phase Factors

Factor

Influence

\%
Rupture velocityT;; (w)

\ i wt
Produces phase delzi'){f, r((Jo) —e | , Whasethe rupture travel

time from the hypocenter to elemédntAbrupt changes in rupture velocity can

produce discontinues phase delays between adjacent elements of the

Vv
Healing velocity,T;; '(oo)

\Y i wt
Produces phase delayi?, ?w) =e " , wheithe healing travel

time from the hypocenter to elemdintAbrupt changes in healing velocity
can produce discontinues phase delays between adjacent elements of th

t
Rise time,T; iA(oo)

Spatially and temporally varying rise times produce frequency depend
phase variations.

fault.

e fault.

ent

A
Rake,Tij (w)

Changes initial phase or polarization of various seismic body and surf
waves.

ace

Crack diffraction, T;; %oo)

Diffraction at the crack tip introduces frequency dependent phase varia
(Madariaga, 1977; Boatwright, 1982; Fukuyama and Madariaga, 199}

ions

5).

Dynamics,T; j I?(,o)

Fault rupture is heterogeneous velocity structure can produce anisotropi

velocities relative to rupture direction (Harris and Day, 1997) and slip-ve

ties are a function of rake and dip for dipping dip-slip faults (Oglesby et

1998; 2000). Frictional heating, fault zone fluids, and melting may also i
ence radiated energy (Kanamori and Brodsky, 2001).

C slip
oci-
al.,

hflu-
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Table 3: Gkij(w) Propagation Amplitude Factors

Factor Influence

Geometric spreadingy  Amplitudes decrease with distance at 142 and 1/* for body waves and/ (./r)
Grk“ () for surface waves. Therlterm has the strongest influence on high-frequency ground
i
. motions. Thel/(./r) term can be significant for locally generated surface wayes.

Large-scale velocity | Horizontal and vertical velocity gradients and velocity discontinuities can increase or

structure, decrease amplitudes and durations. Low-velocity basins can amplify and extend ground
Vap motion durations. Abrupt changes in lateral velocity structure can induce
G "kij(w) basin-edge-waves in the lower velocity material that amplify ground motions

Near-surface resonant Low-velocity materials near the surface amplify ground motions for frequencies >

responseiBLkij () f = A% whereh is the thickness of near-surface low velocity materials. Coupled inter-
face modes can amplify and extend durations of ground motions.

Nonlinear soil Depending on the dynamic soil properties and pore pressure responses, nonlinear soil
N responses can decrease intermediate- and high-frequency amplitudes, amplify low- and
response€> Kij (w) high-frequency amplitudes, and extend or reduce duration of large amplitudes.
Frequency mdgpen- _nOf O
dent attenuation, m
Linear hysteretic behavior that reduces amplitudes of the fe?m
G%ij()
High-frequency atten-| —Tt K (r) Of

Strong attenuation of high-frequencies in the shallow crust of theeform

uation,GKkij(oo)

Scattering, Scattering tends to reduce amplitudes on average, but introduces high amplitugle caus-
S tics and low-amplitude shadow zones and produces nearly log-normal distributions of

G kij(w) amplitudes (O’Connell, 1999a).

Anisotropy, Complicates shear-wave amplitudes and modifies radiation pattern amplitudes and can
A introduce frequency-dependent amplification based on direction of polarizatign.

G’ kij(w)

Topography, Can produce amplification near topographic highs and introduces an additional Sources

of scattering.

T

G kij(w)
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Table 4: (pkij(o)) Propagation Phase Factors

Factor Influence
Geometric spreading, Introduces frequency dependent propagation delays.
r e
@ kij(w)
Large-scale velocity | Horizontal and vertical velocity and density gradients and velocity and density discon-
structure, tinuities produce frequency dependent phase shifts.
\Y,
3D, ..
@ "kij(w)

Near-surface resonant Interactions of shear-wave arrivals of varying angles of incidence and directiong pro-

L duce frequency dependent phase shifts.
responsesy kij(w)

Nonlinear soil Depending on the dynamic soil properties and pore pressure responses, nonljnear
N responses can increase or reduce phase dispersion. In the case of coupled pore-pressure
responsedp Kkij (w) with dilatant materials can collapse phase producing intermittent amplification gqaus-
tics.

Frequency indepen-| Linear hysteretic behavior produces frequency-dependent velocity dispersion that pro-

dent attenuation, duces frequency dependent phase variations.
Q .
@~ kij(0)
Scattering, The scattering strength and scattering characteristics determine propagation djstances
S required to randomize the phase of shear waves as a function of frequency.
@ kij(w)
Anisotropy, Complicates shear-wave polarizations and modifies radiation pattern polarizations.
A
@ kij(w)
Topography, Complicates phase as a function of topographic length scale and near-surface veloci-
T ties.
@ kij(w)
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